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DEDICATION

My experience and understanding of ESR methodologies have benefited greatly
from interactions with my co-workers, who joined my lab and shared with me their
ambitions, knowledge, creativity, and technical skills. Over the years these co-
workers became my professional family. To them this book is dedicated.
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PREFACE

In May 1994, I visited Professor Bengt Ranby at the Royal Institute of Technology in
Stockholm, Sweden. Professor Réanby, at that time Emeritus, was enthusiastic about his
numerous projects, including collaborations with Chinese scientists. On that occasion, I
mentioned to him how useful his 1977 book entitled ESR Spectroscopy in Polymer
Research, which he wrote together with J.F. Rabek, had been to me and many of my col-
leagues over the years. Professor Ranby confided that he planned a sequel, which “would
be published sometime soon.” I was hopeful, and expectant, but this was not to be.

So, what to do with all the excitement in the electron spin resonance (ESR) com-
munity over the extraordinary advances in ESR techniques in the last 20 years, tech-
niques that have been used in Polymer Science? The pulsed, high field, double
resonance, and DEER experiments, ESR imaging, simulations? Someone must tell
the story, and I took the challenge.

In the winter of 2004, I was on sabbatical at the Max Planck Institute for Polymer
Research in Mainz, Germany, shared an office with Gunnar Jeschke, and worked
with him on the ESR chapter for the Encyclopedia of Polymer Science and
Technology (EPST).* Jacqueline 1. Kroschwitz, the editor of EPST, encouraged me
to enlarge the chapter into a full volume. In all planning and writing stages, I bene-
fited greatly from numerous discussions with Gunnar, who has enriched the book by
the three chapters that he contributed.

The final content of this book evolved during many talks with students and co-
workers at UDM and colleagues at other institutions, and during long walks in my
neighborhood. It took the talent, dedication, and patience of the contributors to travel

* Schlick, S.; Jeschke, G. Electron Spin Resonance, In Encyclopedia of Polymer Science and Engineering,
Kroschwitz, J.I., Ed.; Wiley-Interscience: New York, NY, 2004; Chap. 9, pp. 614-651 (web and hardcopy
editions).

ix



X PREFACE

through the seemingly endless revisions and to arrive at the published volume. I am
grateful to Arza Seidel and her team at Wiley for guidance during all stages of this
project.

Part I of the present volume includes the fundamentals and developments of the
ESR experimental and simulations techniques. This part could be a valuable intro-
duction to students interested in ESR, or in the ESR of polymers. Part I describes the
wide range of applications to polymeric systems, from living radical polymerization
to block copolymers, polymer solutions, ion-containing polymers, polymer lattices,
membranes in fuel cells, degradation, polymer coatings, dendrimers, and conductive
polymers: a world of ESR cum polymers. It is my hope that the wide range of ESR
techniques and applications will be of interest to students and mature polymer scien-
tists and will encourage them to apply ESR methods more widely to polymeric mate-
rials. And I extend an invitation to ESR specialists, to apply their talents to polymers.

SHULAMITH SCHLICK

February 2006
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Electron spin resonance (ESR) is a spectroscopic technique that detects the transi-
tions induced by electromagnetic radiation between the energy levels of electron
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4 CONTINUOUS-WAVE AND PULSED ESR METHODS

spins in the presence of a static magnetic field. The method can be applied to the
study of species containing one or more unpaired electron spins; examples include
organic and inorganic radicals, triplet states, and complexes of paramagnetic ions.
Spectral features, such as resonance frequencies, splittings, line shapes, and line
widths, are sensitive to the electronic distribution, molecular orientations, nature of
the environment, and molecular motions. Theoretical and experimental aspects of
ESR have been covered in a number of books,'® and reviewed regularly.®!!
Currently available textbooks and monographs are written for students and scien-
tists that specialize in the development of ESR technique and its application to a broad
range of samples. Nowadays, however, research groups are interested in a specific
field of applications, such as polymer science, and apply more than one characteriza-
tion method to the materials of interest. An introduction to ESR that targets such an
audience needs to be shorter, less mathematical, and focused on application rather
than methodological issues. This chapter is an attempt to provide such a short intro-
duction on the application of ESR spectroscopy to problems in polymer science.
Organic radicals occur in polymers as intermediates in chain-growth and depoly-
merization reactions,'>!> or as a result of high-energy irradiation (y, electron
beams).'>!4 Paramagnetic transition metal ions are present in a number of functional
polymer materials, such as catalysts and photovoltaic devices.'® However, much of
the modern ESR work in polymer science focuses on diamagnetic materials that are
either doped with stable radicals as “spin probes”, or labeled by covalent attachment
of such radicals as “spin labels” to polymer chains.?!”~22 This chapter therefore treats
the basic concepts that are required to understand ESR spectra of a broad range of
organic radicals and transition metal ions, and describes more advanced concepts as
applied to the most popular class of spin probes and labels: nitroxide radicals.

2. FUNDAMENTALS OF ELECTRON SPIN RESONANCE
SPECTROSCOPY

2.1. Basic Principles

Spins are magnetic moments that are associated with angular momentum; they inter-
act with external magnetic fields (Zeeman interaction) and with each other (cou-
plings). In most cases, the Zeeman interaction of the electron spin is the largest
interaction in the spin system (high—field limit). The electron Zeeman (EZ) interac-
tion can generally be described by the Hamiltonian below,

Hez = BBogS ()

where S is the spin vector operator, B, is the transposed magnetic field vector in gauss
(G) or tesla (1 T = 10* G), P, is the Bohr magneton equal to 9.274 X 102! ergG~! (or
9.274 X 10724 JT™1), and g is the g tensor. For a free electron, g is simply the number
g. = 2.002319. The transition energy is then AE = hv,,, = g.B.By, Where B is the
magnitude of the magnetic field. Typical values are By = 0.34 T (3400 G) correspon-
ding to microwave (mw) frequencies of =9.6 GHz (X band), or By = 3.35 T corre-
sponding to mw frequencies of =94 GHz (W band).
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The g-value of a bound electron generally exhibits some deviation from g, that is
mainly due to interaction of the spin with orbital angular momentum of the unpaired
electron (spin—orbit coupling). Spin—orbit coupling is a relativistic effect that tends to
increase with increasing atomic number of the nuclei that contribute atomic orbitals
to the singly occupied molecular orbital. Therefore, g-values deviate more strongly
from g, for transition metal complexes than for organic radicals. As the orbital angu-
lar momentum is quenched in the ground state of molecules, spin—orbit coupling
comes about only by admixture of excited orbitals. Such admixture is stronger for
low-lying excited states, which are relevant, for example, if the unpaired electron has
high density at an oxygen atom. Oxygen-centered organic radicals thus tend to have
higher g-values than carbon-centered ones.

As the orbital angular momentum relates to a molecular coordinate frame and the
spin is quantized along the magnetic field (z axis of the laboratory frame), the g-value
depends on the orientation of the molecule with respect to the field. This anisotropy
can be described by a second rank tensor with three principal values, g,, g,, and g..
The corresponding principal axes define the molecular frame. In fluid solutions,
molecules tumble with a rotational diffusion rate that is much higher than the differ-
ences of the electron Zeeman frequencies between different orientations. In this
situation, the g-value is orientationally averaged and only its isotropic value
8iso = (8« T &, T g.)/3 can be measured. A good overview of isotropic g-values of
organic radicals can be found in Ref. 23; Ref. 5 collects information on g tensors for
transition metal complexes.

The real power of ESR spectroscopy for structural studies is based on the interac-
tion of the unpaired electron spin with nuclear spins. This hyperfine interaction splits
each energy level into sublevels and often allows the determination of the atomic or
molecular structure of species containing unpaired electrons, and of the ligation
scheme around paramagnetic transition metal ions. For a system with m nuclear spins
(identified by index k) and a single electron spin, which may be larger than one-half
as explained below, the hyperfine Hamiltonian is given in Eq. 2,

‘y{hfi = hE S'Ak'lk (2)

where the I; are nuclear spin vector operators and the A, are hyperfine tensors in
frequency units (Hz). Each hyperfine tensor is characterized by three principal
values A,, A,, and A, and by the relative orientation of its principal axes system
with respect to the molecular frame defined by the g-tensor. This relative orienta-
tion is most easily defined by three Euler angles o, B, y, which correspond to a
sequence of rotations about the z axis (by angle o), the new y' axis (by angle ),
and the final 7" axis (by angle Y); these rotations transform the principal axes
frame of the hyperfine tensor into that of the g-tensor. The relative orientation is
often given as direction cosines, which are the coordinates of unit vectors along
the directions of the hyperfine principal axes given in the coordinate frame of the
g-tensor.

Only the isotropic value Aj, = (A, + A, + A;)/3 can be measured in fluid solu-
tions, and is due to the Fermi contact interactions of electrons that reside in an s
orbital of the nucleus under consideration. The contribution of a single orbital is
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proportional to the spin population (spin density) in that orbital, to the probability
density hyol? of the orbital wave function at its center (inside the nucleus), and to the
nuclear g-value, g,. To a very good approximation, the hyperfine couplings for dif-
ferent isotopes of the same element thus have the same ratio as the g, values.

Purely anisotropic contributions (A, + A, + A, = 0) to the hyperfine coupling
result from spin density in p, d, or f orbitals on the nucleus and from the
dipole—dipole interaction T between the electron and nuclear spin. If the electron
spin is confined to a region that is much smaller than the electron—nuclear distance
Fen, DOth spins can be treated as point dipoles and the magnitude of T is proportional
to r., °. In this case, T has axial symmetry and its principal values are given by
T,=T,= — Tand T, = 2T. Furthermore, if the spin density in p, d, and f orbitals on
that nucleus is negligible, as is the case for protons ('H), the measurement of the
hyperfine anisotropy can provide the electron—nuclear distance r.,. Any spin density
at the nucleus under consideration is negligible if this nucleus is located in a neigh-
boring molecule and does not interact (by van der Waals or hydrogen bonding) with
anucleus on which much spin density is located. Intermolecular distances larger than
=~ (.3 nm can thus be inferred from hyperfine couplings.

For nuclei with significant hyperfine interaction, the other interactions of the
nuclear spin also need to be considered. The nuclear Zeeman (NZ) interaction of
these spins with the external magnetic field is described in Eq. 3.

Hyz = =2 gux BuBo Iy 3)

Nuclear spins with 7 > % have an electric quadrupole moment that interacts with
the quadrupole moment of the charge distribution around the nucleus. The
Hamiltonian for this nuclear quadrupole (NQ) interaction is given in Eq. 4,

Hng = h2 1, QI 4

where Oy are the traceless (Q, + O, + Q. = 0) nuclear quadrupole tensors. Because
the tensor is traceless, this interaction is not detected in fluid media.

Both the nuclear Zeeman and nuclear quadrupole interaction do not depend on the
magnetic quantum number mg of the electron spin. As the selection rule for ESR tran-
sitions is given by Eq. 5,

Amg==*1 and Am; =0 (®)]

where m; is the nuclear spin quantum number, these interactions do not make a first-
order contribution to the ESR spectrum. In many cases, they can thus be neglected
in spectrum analysis. This situation is illustrated in Fig. 1 for a nitroxide in which
the nuclear spin I = 1 of the '*N atom is coupled to the electron spin § = % that
resides mainly in the p, orbitals on the N and O atom. The hyperfine coupling
causes a splitting of each of the electron spin levels (mg= — % and mg = + 1) into
three sublevels. When a constant microwave frequency v, is irradiated and the
magnetic field is swept, three resonance transitions are observed (Fig. la). The
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nuclear Zeeman interaction shifts both m; = +1 sublevels to lower and both
m; = —1 sublevels to higher energy, but does not influence the resonance fields
where the splitting between the levels with different mg and the same m; matches the
energy of the mw quantum (Fig. 10).

More generally, the higher sensitivity of ESR experiments can be used for the
detection of NMR frequencies by applying both resonant mw and resonant radio fre-
quency (rf) irradiation to the spin system. Such electron nuclear double-resonance
(ENDOR) experiments are discussed in Chapter 2.

Transition metal ions can have several unpaired electrons when they are in their
high- spin state; examples are Cr(III) (3d° configuration, S = %), Mn(I) 3d>, S = %),

a
A (@ +1
E +1 0 -1 0
-1
mg /m,
/
+1/2/
hvw
_1/2\
[
\ »
0
J +1
BQ
Ao .
E +1 0 -1 0
-1
mg m
-1/2
hviw
-1/2
-1
0
+1
'

Fig. 1. Energy level schemes and ESR spectrum for a spin system of an electron spin S = —;—
coupled to a nuclear spin / = 1 (e.g., "N in a nitroxide). () Only the electron Zeeman and
hyperfine interactions are considered. (b) The electron Zeeman, hyperfine, and nuclear
Zeeman interactions are considered. Note that the splittings match the microwave quantum at
the same resonance fields as in part a.
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and Fe(Ill) 3, S ) The spins of these electrons are tightly coupled and have to
be considered as a s1ngle group spin § > 5 Such an electron group spin also has an
electric quadrupole moment. For historical reasons, the electron spin analog of the
nuclear quadrupole interaction is termed zero-field splitting (ZFS) and is described
by Eq. 6,

‘}fZFS =hSDS (6)

where D is a traceless tensor. Therefore, the ZFS can be characterized by two param-
eters, D = 3D//2 and E = (D, — D,)/2, rather than by giving all three principal val-
ues. For axial symmetry E = 0, and for maximum nonaxiality £ = D/3.

With the exception of transition metal ions at a site with cubic symmetry, the ZFS
often exceeds the electron Zeeman interaction at magnetic fields <1 T, sometimes
even at the highest accessible fields (high-spin Fe(Ill)). In this situation, only the
lowest lying doublet of spin states may be populated and only transitions within this
doublet can be observed. It is convenient to describe such a doublet by an effective
spin §' = % The ZFS of the group spin S > L then contributes to the effective g-ten-
sor of the spin ' = % For example, X-band ESR spectra of high-spin Fe(IIl) in a
situation with maximum nonaxiality of the ZFS (E = D/3) exhibit a sharp feature at
g = 4.3. Note that unlike the normal g-tensor, the effective g-tensor may depend on
the applied magnetic field.

For low concentrations of the paramagnetic centers, the electron spins can be con-
sidered isolated from each other, and only a single electron spin S appears in the
Hamiltonian. In systems with a high concentration of paramagnetic transition metal
ions, this situation can be achieved by diamagnetic dilution with transition ions of the
same charge and similar radius and coordination chemistry. However, there are a
number of systems that feature coupled electron spins, for example, binuclear metal
complexes and biradicals. Any pair of electron spins S and S; in such a system inter-
acts through space by dipole—dipole coupling, which is analogous to the dipolar part
T of the hyperfine coupling. The Hamiltonian of the electronic dipole—dipole (DD)
coupling is given by Eq. 7,

Hpp = h E8; Dy S, @)

where the Dy, are the traceless dipole—dipole tensors. If the two electron spins are far
apart, the coupling can be described by a point-dipole approximation in which Dy, is
an axial tensor with principal values D,y = 2d and D,y = D,y = —d. As d is
inversely proportional to the cube of the distance ry; between the two spins, a meas-
urement of this coupling can thus yield the spin—spin distance. Such measurements
are discussed in more detail in Chapter 2.

The two electrons can exchange if their wave functions overlap. Even for local-
ized electrons, such an exchange is significant at a distance r;; < 1.5 nm. For an anti-
bonding overlap of the two orbitals, the exchange interaction J is negative and the
triplet state of the pair has lower energy than the singlet state. This is called a ferro-
magnetic exchange coupling. Consequently, bonding overlap leads to a positive J, a
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lower lying singlet state, and antiferromagnetic coupling. The exchange coupling is
not strictly isotropic, but except for electron spins at distances < 0.5 nm, the
anisotropic contribution can usually be neglected. For a purely isotropic exchange
coupling, the Hamiltonian is written in Eq. 8.

Hox = h ZJuSiS) (8

Unlike the dipole—dipole coupling between the electron spins, the exchange coupling
can thus be detected in fluid solutions.

The ESR spectra of monoradicals and mononuclear transition ion complexes
can also be influenced by spin exchange, because the wave functions of the elec-
trons overlap for a short time during diffusional collisions of paramagnetic
species.’* At moderate concentrations (1 M or larger), the collisions are so frequent
that line broadening and a decrease of the hyperfine splitting can be observed. In
macromolecular and supramolecular systems, this effect is sometimes perceptible
at lower bulk concentrations, as diffusion may be restricted or local concentrations
of some species strongly exceed their bulk concentration. Examples are discussed
in Chapter 7.

When the various spin interactions can be separated experimentally or by spectral
analysis, ESR spectra become a rich source of information not only on chemical
structure of the paramagnetic species, but also on the structure and dynamics of their
environment. Figure 2 provides an overview of time scales and length scales that can
be accessed in this way. T and T, are the longitudinal and transverse relaxation times,
respectively.

100 kHz 1 MHz 100 MHz 10 GHz 1 THz
NMR X W
frequency bands 0 ___—————— - - =~
ENDOR S Q
energy 1 1 1
1 mJ mol™! 1 J mol™! 100 J mol™
thermal energy 1 1 1 !
1 mK 1K 42K 50K

electron—electron distance

8 4 2 1 nm
1 1 1 1 electron—proton distance
8 4 2 1A
T; (typical)
T, (typical
2 (typical) slow tumbling
10 ms 1ms 10 ns 100 ps 1ps

Fig. 2. Frequencies, time scales, energies, and length scales in ESR experiments.
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2.2. Anisotropic Hyperfine Interaction and g-Tensor

Before considering the analysis of anisotropic solid-state ESR spectra in general, we
discuss the orientation dependence of spin interactions of the nitroxide radical as an
example. The ESR spectrum of a nitroxide is dominated by the hyperfine interaction
of the electron spin with the nuclear spin of the '*N atom and by g-shifts due to
spin—orbit coupling mainly in the 2p, orbital of the lone pair on the oxygen atom. The
N hyperfine coupling contains a sizeable isotropic contribution due to Fermi con-
tact interaction in the 2s orbital on the nitrogen. An anisotropic contribution comes
from the spin density in the nitrogen 2p, orbital whose lobes are displayed in Fig. 3a.
If the external magnetic field By, is parallel to these lobes (z axis of the molecular
frame), the hyperfine interaction and thus the splitting within the triplet is large; if it
is perpendicular to the lobes, the splitting is small. Conversely, g-shifts are small
when the lobes of the orbital under consideration (here the 2p, orbital on the oxygen)
are parallel to the field and large when they are perpendicular. In the case of a nitrox-
ide, the strongest shift is observed when the field is parallel to the N-O bond, which
defines the x axis of the molecular frame. Hence, the triplets of lines at different ori-
entations of the molecule with respect to the field do not only have different split-
tings, but their centers are also shifted with respect to each other.

In a macroscopically isotropic sample (all molecular orientations have the same
probability), the spectrum consists of contributions from all orientations when the
rotational motion is frozen on the time scale of the experiment. As ESR lines are
derivative absorption lines, negative and positive contributions from neighboring ori-
entations cancel. Powder spectra are thus dominated by contributions at the mini-
mum and maximum resonance fields, and by contributions at resonance fields that
are common to many spins. The latter contribution provides the center line in the
nitroxide powder spectrum (Fig. 3b). It corresponds mainly to molecules with
nuclear magnetic quantum number m; = 0 (center line of all triplets, only g-shift).
The detailed shape of this powder spectrum can be simulated, but interpretation is not
easy, mainly because hyperfine and g anisotropy are of similar magnitude.

If one of the two interactions dominates, the spectra can be analyzed more easily.
For dominating g anisotropy (Fig. 4a), signals in the CW ESR spectrum are observed
at resonant fields corresponding to the principal values of the g- tensor: g, (low-field
edge), g,, and g, (high-field edge). For a g-tensor with axial symmetry (wave func-
tion of the unpaired electron has at least one symmetry axis C,, with n = 3), the inter-
mediate feature coincides with one of the edges (Fig. 4b). For a dominating hyperfine
interaction with a nuclear spin I = % the spectrum consists of two of these powder
patterns with mirror symmetry about the center of the spectrum (Fig. 4c).

When samples are available as single crystals, spectra corresponding to specific
orientations of the paramagnetic center with respect to the external field can be meas-
ured separately. The orientation dependence of the spectrum can then be studied sys-
tematically and the principal axes frames of the A- and g-tensors can be related to the
crystal frame. In polymer applications, samples are usually macroscopically
isotropic, so that only the principal values of the interactions, and in favorable cases
the relative orientations of their principal axes frames, can be obtained from spectral
simulations. How these frames are related to the molecular geometry then needs to be
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Fig. 3. Anisotropic interactions for a nitroxide radical. (@) Molecular frame of the nitroxide
molecule and single-crystal ESR spectra along the principal axes of this frame. (b) Powder
spectrum resulting from a superposition of the single-crystal spectra at all orientations of the
molecule with respect to the external magnetic field.
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Fig. 4. Powder line shapes in continuous wave (CW) ESR (derivative absorption spectra) and
echo-detected ESR (absorption spectra). (a) Rhombic g-tensor. (b) Axial g-tensor. (¢) Axial
hyperfine coupling tensor with dominating isotropic contribution.
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established by theoretical considerations or by quantum chemical computations of
the interaction tensors.

2.3. Isotropic Hyperfine Analysis

Anisotropic line broadening in solids often leads to a situation in which only one
dominant hyperfine interaction is resolved, the one for the atom at which the spin
is localized. In fluid media, however, anisotropic contributions average, lines are
narrower, and a multitude of hyperfine interactions may be resolved. This situa-
tion is frequently observed for proton couplings in 7 radicals, where the electron
spin is distributed throughout a network of conjugated bonds. Examples can be
found in Ref. 23.

In isotropic ESR spectra, a single nucleus with spin [ causes a splitting into 27, + 1
lines corresponding to the magnetic quantum numbers m; = —1I, —I, + 1, ... I;. For a
group of n; equivalent nuclei (same isotropic hyperfine coupling), the number of lines
is 2ml, + 1. For groups of nonequivalent spins, the number of lines (multiplicities)
increases, and the total number of lines in the ESR spectrum is given in Eq. 9.

NESR = H (2l’lklk + 1) (9)

An example is shown in Fig. 5, where the spectrum for an electron spin coupled to
four protons (I = %) exhibits a regular pattern of 16 lines. In complicated spectra con-
sisting of multiple interacting nuclei, some of the smaller hyperfine couplings cannot
be resolved. In such cases, ENDOR spectra are often easier to interpret, because each
proton contributes only two lines; this technique is described in Chapter 2.

2.4. Environmental Effects on g- and Hyperfine Interaction

Self-assembly of polymer chains is due to noncovalent interactions: hydrogen bond-
ing, T stacking, and electrostatic and van der Waals interactions. The high sensitivity
of the NMR chemical shift of protons to ® stacking (through ring currents) and
hydrogen bonding provides one way for their characterization.?> Since the magnetic

1
A
A, 1

K T e B

_ hv -

ST g magnetic field

Fig. 5. Isotropic ESR spectrum for a system consisting of four nuclear spins /; = % coupled to

a single electron spin § = 5
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parameters of paramagnetic probes are also sensitive to such interactions, ESR spec-
troscopy can confirm and complement the information obtained by NMR.

The hyperfine interaction is influenced by any environmental effect that can per-
turb the spin density distribution. For example, in nitroxide radicals the unpaired
electron is distributed between the nitrogen (= 40%) and oxygen atom (= 60%) in
the polar N-O bond (Fig. 6). This distribution can change in the vicinity of a polar
molecule (polar solvent or ion). Generally, a more polar solvent (higher dielectric
constant) leads to a higher spin density py on the nitrogen atom and thus to a larger
observed hyperfine coupling.?® The spin density distribution is also influenced by
hydrogen bonding to the oxygen atom, which also increases the hyperfine coupling.

The same interactions affect the deviation of g, from the free electron value g,, but
in the opposite direction, since the extent of spin—orbit coupling is proportional to the
spin density po on the oxygen atom. However, the effect on g, also depends on the
lone-pair energy, whose lowering causes stronger spin—orbit coupling. The lone-pair
energy in turn is more affected by hydrogen bonding than by the local polarity, so that
compared to A,, g, is more sensitive to hydrogen bonding than to polarity. Correlation
of g, to A, thus enable the separation of polarity and hydrogen-bonding effects.? In
principle, the same effects scaled by a factor of one-third can be seen in the isotropic
values Aj,, and g, as the other principal values of the tensors are much less affected.
As a rule, measurements of A, and of g, in solid samples at high field (W band) are
much more precise than measurements of A;,, and g;,, at X-band frequencies.

2.5. Accessibility to Paramagnetic Quenchers

Spin exchange due to collision of paramagnetic species (see Section 2.1) can be used to
check whether a spin-labeled site in a macromolecule is accessible by the solvent. To
this end, a paramagnetic quencher is added to the solvent, and the effect on the spectrum
or relaxation time of the spin label is measured. The quencher is a fast relaxing para-
magnetic species, usually a molecule or transition ion complex with spin § > L. The sit-
uation is illustrated in Fig. 7 for oxygen as the quencher (S = 1, triplet ground state),
which is soluble in nonpolar solvents and only moderately soluble in water. We can
assume, without loss of generality, that at a certain time oxygen is in the 7_; triplet

Az

Y

\%55 6 ........... .

Fig. 6. Effects of the local polarity and hydrogen bonding on the nitroxide radical. The distri-
bution of the unpaired electron between the two 2p, orbitals on nitrogen and oxygen is
affected.
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substate and the nitroxide label is in the o state (spin up), which is the excited spin state
for an electron (Fig. 7a). The two molecules diffuse and collide at a later time (Fig. 7b).
Due to overlap of the wave functions, the three unpaired electrons become indistin-
guishable. Hence, when the two molecules separate again, there is a two-third’s proba-
bility that the nitroxide is now with an unpaired electron in the B spin (spin down) and
the oxygen molecule is in the T state (Fig. 7c). Effectively, the collision with the
quencher has thus relaxed the nitroxide from its spin excited state to the spin ground
state. This corresponds to longitudinal relaxation. If longitudinal relaxation of the
quencher is sufficiently fast and collisions are sufficiently frequent, the longitudinal
relaxation time T of the nitroxide is thus shortened. Indeed, the transverse relaxation
time 75, is also shortened, although this cannot be understood in such a simple picture.
Collisions with a paramagnetic quencher thus lead to line broadening and faster longi-
tudinal relaxation.

The shortening of 77 is not directly visible in the ESR spectrum, but can be detected
by saturation measurements with better sensitivity and higher precision than the short-
ening of 7,. In such CW ESR saturation measurements, the spectra are recorded as a
function of mw power both in the presence and in the absence of the quencher. For
nitroxides, a fit of the power dependence of the amplitude of the central line by a theo-
retical expression yields the parameter P}, which is the power where the amplitude is
reduced to one-half its value in the absence of saturation.?’ The difference of AP, val-
ues in the presence and absence of quencher is a measure for the accessibility of the spin
label by the quencher. Normalization to the width of the central line and to the half

(o)

lo-ot

Fig. 7. Electron spin relaxation due to collision with a paramagnetic quencher. (a) An oxygen
molecule in its T~ ! state and a nitroxide with electron spin up are diffusing toward each other.
(b) The two molecules collide and the three electrons are no longer distinguishable. (c) The
two molecules have diffused apart after exchanging one electron. The oxygen molecule is now
in its 79 state, while the nitroxide has spin down.
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saturation power of a standard sample, such as diphenyl picrylhydrazyl (DPPH), yields
a dimensionless accessibility parameter. Accessibility to nonpolar solvents can be tested
by saturating the solution with nitrogen (no quencher) and air (20% oxygen), while
accessibility to polar solvents, such as water, can be tested with chromium(Il)oxalate.

2.6. Line Shape Analysis for Tumbling Nitroxide Radicals

The mobility of a spin probe depends on the local viscosity (microviscosity) and on its
connectivity to a larger, more immobile object. For spin labels, the mobility depends
on the flexibility of the tether connecting it to the backbone, and on tumbling of the
macromolecule as a whole. The mobility can be quantified by the rotational correla-
tion time T,, which corresponds to the typical time during which a molecule maintains
its spatial orientation. If the inverse of T, is of the same order of magnitude as the
anisotropy of an interaction, this anisotropy is partially averaged and the ESR spec-
trum depends strongly on T, and on specific dynamics, such as the preference for a
particular rotational axis or restrictions on the motion. For nitroxides at X -band, the
ESR spectrum is dominated by the hyperfine anisotropy of =150 MHz. The largest
effects are thus observed on time scales of a few nanoseconds, as illustrated in Fig. 8.

For rotational correlation times < 10 ps, the nitroxide spectrum consists of three
lines with equal widths and amplitudes (fast limit), and no information on T, can be
inferred from such spectra. For 7, in the range 10 ps—1 ns, the transverse relaxation and
thus the line width are dominated by effects of rotational motion.?® The spectrum still
consists of three derivative Lorentzian lines, but they now have different amplitudes
and widths. In this regime, the rotational correlation time can be inferred from the
ratio of the line amplitudes.'” In the range 1-10 ns, spectra are best analyzed by sim-
ulations. At even longer rotational correlation times, the anisotropy is only moderately
reduced by motion and the spectrum is basically a powder spectrum with slightly
reduced outer extrema separation 2A',, (see spectrum at T, = 32 ns in Fig. 8). If the
outer-extrema separation 2A_, in the rigid limit and the isotropic hyperfine coupling
are known, for example, from measurements at very low and very high temperature,
T, > 3 ns can be estimated with good precision from the relative anisotropy, A

A = (2A'zz - 2Aiso)/(2Azz + 2Aiso) (10)

A test for linearity in an Arrhenius plot of -log(t,) versus the inverse temperature
reveals whether the dynamical process is an activated one.

For comparing dynamics in a series of materials, it is commonplace to plot the
dependence of 2A',, versus 7 rather than computing T,. Such plots have a roughly sig-
moidal shape (Fig. 9), with a maximum negative derivative close to 2A",, = 50 G that
corresponds to a rotational correlation time of =~ 4 ns. The corresponding tempera-
ture T (or Ts,r) is sometimes called ESR glass transition temperature (for a more
detailed discussion, see Chapter 7).

Nitroxide radicals with T, < 4 ns thus give a liquid-type spectrum and are consid-
ered mobile (or fast), while nitroxide radicals with T, >4 ns give a solid-type
spectrum and are considered immobile (or slow). Polymers often exhibit distributions
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T, 2A,,/=30G
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3ns ,/\/\/\ —
4 ns //\/\Fk, —
32 ns ——J\/ N
1ps — kJ\/,\ _
2A,/=68G

Fig. 8. Simulated nitroxide spectra at different rotational correlation times T,. In the fast limit
(T, = 10 ps) the outer-extrema splitting 2A',, is approximately twice the isotropic hyperfine
coupling; in the rigid limit (T, = 10 ps) it is twice the hyperfine coupling along the molecular
z axis (see Fig. 3).

of correlation times, so that the spectrum may contain both fast and slow components.
Simulations show that the presence of two components in the spectra can be observed
even for broad monomodal distributions of T,, but in many cases it is due to genuinely
bimodal distributions. This case is illustrated in Fig. 10 for a nitroxide radical in het-
erophasic poly(acrylonitrile-butadiene—styrene) (ABS); the fast and slow components
in the ESR spectrum measured at 300 K are indicated, and represent radicals in buta-
diene-rich and acrylonitrile—styrene-rich domains, respectively; details will be
described in Chapter 9.

3. MULTIFREQUENCY AND HIGH-FIELD ESR

Interpretation of solid-state ESR spectra may be difficult if several interactions in the
Hamiltonian are of the same order of magnitude. Similarly, the spectrum of a tum-
bling nitroxide radical can often be reproduced by different motional models. In such
cases, it may be impossible to analyze an ESR spectrum in an unambiguous way.
The problem can be overcome by measuring the spectrum not only at the standard
frequency of =9.4 GHz (X band), where samples are most conveniently sized and
spectrometers most available, but also at additional frequencies. For most organic
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Fig. 9. Dependence of the outer-extrema splitting 2A",, in nitroxide spectra on temperature
(simulation for an activated process with activation energy of 40 kJ mol—"). At the tempera-
ture T, where 2A",, = 50 G, the correlation time matches the inverse anisotropy of the spec-
trum.

radicals, the g resolution is at best mediocre at X band, and measurements at higher
frequencies, such as Q band (35 GHz) and W band (95 GHz) are advantageous.
Increasing the frequency is also useful for studies on nitroxide dynamics, since the
g-tensor has lower symmetry than the hyperfine tensor. High-field (high-frequency)
spectra therefore discriminate more strongly between different motional models.
Even for transition metal complexes, frequencies > 10 GHz may be advantageous if
a small nonaxiality of the g-tensor has to be resolved. For spins § > 1 with relatively
small ZFS, lines may become narrower at higher fields, since second-order broadening
of the mg = —% o % transitions due to the ZFS decreases with increasing electron
Zeeman interaction; this effect is prominent for Mn(II) complexes.

More advanced experiments, such as ENDOR, electron spin echo envelope
modulation (ESEEM), or relaxation measurements by pulsed ESR rely on a selective
excitation of spins close to the resonance field. Usually, the powder ESR spectrum is
much broader than the excitation bandwidth of the pulses, which is in the range
between 2 and 10 G. In cases where one anisotropic interaction dominates the spec-
trum, the experiments thus select contributions only from certain orientations of the
molecule with respect to the external magnetic field. Such orientation selection is
more efficient and easier to interpret at a field that is high enough for the g anisotropy
to dominate. Finally, the size of mw resonators scales with wavelength and thus
scales inversely with frequency. At higher frequency, spectra can thus be measured
with much smaller sample volumes, yet the concentration does not need to be signif-
icantly increased.
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63G

Fig. 10. X-band ESR spectrum at 300 K of a nitroxide radical derived from Tinuvin 770, a
hindered amine stabilizer (HAS), in heterophasic ABS. Fast and slow components are indi-
cated. The extreme separation of the slow component is 63 G.

In the case of transition metal complexes with large g anisotropy in disordered
matrices, mw frequencies < 9.4 GHz are sometimes preferable, because local het-
erogeneities (strain) of the matrix lead to a distribution of the principal values of the
g- and A-tensors (g- and A-strain) and thus to field-dependent line broadening. Such
a situation is illustrated in Fig. 11 for 3 Cu(II) in Nafion perfluorinated ionomers
swollen by acetonitrile:> the line width of the parallel components was measured at
four mw frequencies in the range 1.2-9.4 GHz, and the narrowest line widths were
detected for the two low-field lines of the parallel quartet at C band (4.7 GHz) and L
band (1.2 GHz). In this way, clear superhyperfine splittings from '“N nuclei were
resolved, in addition of course to the hyperfine splittings from ®Cu(II).

Solving a problem by ESR spectroscopy may thus sometimes require access to
spectrometers at several different frequencies, and in particular, to a high-
frequency spectrometer. That said, it is good practice to first gather as much infor-
mation as possible with the simplest technique, which is CW ESR at X band. After
this step, it should be decided whether more information is required and how it can
best be obtained.

4. PULSED ESR METHODS

Continuous wave ESR is highly sensitive, applicable to most paramagnetic centers in
a wide temperature range, and can be measured with relatively inexpensive spectrom-
eters. However, quite often analysis of CW ESR spectra provides information only on
one or two dominating interactions. Relaxation can be characterized to some extent by
studying saturation of the spectrum at higher microwave power, but results are often
only semiquantitative, as different contributions to spin relaxation cannot be sepa-
rated. More information can be obtained by magnetic resonance experiments if pulsed
instead of continuous irradiation is used, as demonstrated by the development of
nuclear magnetic resonance (NMR) spectroscopy since the 1970s. The situation is
somewhat less favorable in ESR spectroscopy, since in contrast to rf pulses in NMR,
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Fig. 11. Experimental (solid lines) and simulated (broken line) ESR spectra of %*Cu(II) in
Nafion perfluorinated membranes soaked by CH3CN at the X band (9.36 GHz) and 110 K, and
at the C band (4.7 GHz), S band (2.8 GHz), and L band (1.2 GHz) at 123. Vertical dashed lines
indicate the position of g |. Note the clearly visible superhyperfine splittings from nitrogen
ligands at the lower that X-band frequencies.

mw pulses cannot usually excite the entire spectrum at once. For this reason, pulsed
ESR is somewhat less sensitive than CW ESR for many samples and manipulation of
the spin dynamics is somewhat less effective than in pulsed NMR. Nevertheless,
pulsed ESR can be applied to most samples of interest and allows for a better separa-
tion of different interactions in the spin Hamiltonian, or the detection of different
types of spin relaxation mechanisms, compared with CW ESR.®

Separation of interactions allows for precise measurements of the small interac-
tions of the observed electron spin with remote spins in the presence of line broad-
ening due to larger contributions. Such techniques are therefore most useful for solid
materials or soft matter, where ESR spectra are usually poorly resolved. The most
selective techniques for isolating one type of interaction from all the others are
pulsed double resonance experiments, such as ENDOR and electron—electron double
resonance (ELDOR), which are discussed in more detail in Chapter 2. If the hyper-
fine couplings are of the same order of magnitude as the nuclear Zeeman frequency,
ESEEM techniques may provide higher sensitivity than ENDOR techniques. In par-
ticular, the two-dimensional hyperfine sublevel correlation (HY SCORE) experiment
provides additional information that aids in the assignment of ESEEM spectra. These
experiments are also discussed in Chapter 2.

The separation of different contributions to spin relaxation relies on echo experi-
ments.>® Spin echoes are also the basis for almost all other pulsed ESR experiments
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in the solid-state and in soft matter, since the free induction signal induced by a sin-
gle pulse usually decays within a time that is shorter than the receiver deadtime after
that pulse. The simplest echo experiment is the two-pulse or Hahn echo experiment
(Fig. 12), which consists of a first pulse with flip angle ©/2, a delay T, and a second
pulse with flip angle wt. The first pulse converts the longitudinal magnetization of the
spins that exists in thermal equilibrium to transverse magnetization. Initially, the con-
tributions by all spins are in phase (coherent), but as different spins have different
resonance offsets (g, they acquire a different phase ¢ = Q¢ during time T and the
signal thus vanishes. Additionally, magnetization within each packet of spins with
equal resonance frequency decays by transverse relaxation with time constant 7,.
The & pulse inverts the phase of each spin packet, which thus has the value -¢ imme-
diately after that pulse. Within another delay T, each spin packet again acquires a
phase ¢. This exactly cancels the phase differences, so that at time 27t all spin packets
are again coherent. This coherence corresponds to observable transverse magnetiza-
tion, which is called a spin—echo signal. After time 27, the signal is a replica of the
unobservable free induction decay (FID) signal after the first pulse, except for an
attenuation of the total amplitude by a factor exp(-2t/7,). By measuring the echo
amplitude as a function of T (two-pulse echo decay), T, can be determined.

If the formally forbidden electron—nuclear transitions are weakly allowed, the
two-pulse echo decay is modulated by the corresponding nuclear frequencies. For a
spin system of two weakly coupled electron spins, it is modulated with the coupling
between the two spins. Measurement of the echo amplitude as a function of the exter-
nal magnetic field B, yields the absorption ESR line shape. This field-swept echo-
detected ESR experiment is a useful alternative to CW ESR for systems with strong
anisotropic line broadening. For example, in the situation in Fig. 4b the g, feature can
be easily missed, in particular if it is broadened by g strain. The strong anisotropy is
then revealed more clearly in the absorption line.

The longitudinal relaxation time 7; can be measured with the inversion recovery
experiment that consists of a mw 1 pulse, a variable delay 7, and a two-pulse echo
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Fig. 12. Two-pulse echo experiment. (a) Pulse sequence. (b) Evolution of the magnetization
vectors corresponding to spin packets with difference resonance offsets Q.
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sequence with fixed delay t. The first  pulse inverts the longitudinal thermal equilib-
rium magnetization M, to —M,,. During time T the longitudinal magnetization again
relaxes toward M, with time constant 7. At the time of the 7/2 pulse of the echo subse-
quence, the longitudinal magnetization is thus given by [1-2 exp(-=7/T;)]M,. As only
this longitudinal magnetization contributes to the echo experiment, the amplitude of the
echo signal as a function of 7 is therefore proportional to 1-2 exp(—=7/T}). The inversion
recovery experiment may be affected by spectral diffusion: changes in the resonance
frequency of the observed spins during delay time 7. Such changes may result from
reorientation of the molecules. If a paramagnetic center is not excited by the inversion
pulse, changes its resonance frequency, and is then excited by the echo subsequence, it
does not need to relax to contribute to the echo signal. To avoid this, the inversion pulse
should have an excitation bandwidth that is larger than possible frequency changes by
spectral diffusion. Alternatively, one can use a saturating pulse that is longer than the
maximum delay time 7},,,,. Such a pulse excites all spins that are accessible by spectral
diffusion within the time scale of the experiment. In this saturation recovery experi-
ment, the echo amplitude is zero at 7 = 0 and increases as 1—exp( —7/T).

On the other hand, spectral diffusion may be the process of interest, as it is directly
related to the dynamics of the paramagnetic centers. Spectral diffusion can be separated
from longitudinal relaxation by first measuring 7' using the saturation recovery tech-
nique, and then measuring the decay of the stimulated echo with time T (Fig. 13), which
is much more sensitive to spectral diffusion. As the two-pulse echo, the stimulated echo
experiment starts with a 7w/2 pulse that generates transverse magnetization and a subse-
quent delay T during which the magnetization acquires phase ¢ = Q¢t. However, at this

W2 w2 w2
[ T T T _/L
(b)
 —
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Fig. 13. Stimulated echo experiment. (a) Pulse sequence. (b) Polarization grating created by
the first two 1/2 pulses with interpulse delay T in a Gaussian ESR line (simulation).
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point a 7w/2 pulse is applied instead of the 1 pulse of the two-pulse echo sequence. The
/2 pulse converts transverse magnetization with zero phase (+x) to negative longitudi-
nal magnetization ( —z), it does not influence magnetization with phase +y (¢ = 90°) or
—y (¢ = 270°), and it converts magnetization with phase —x (¢ = 180°) to positive
longitudinal magnetization (+z). As the magnetization before this pulse is equally dis-
tributed over the xy plane, only part of it is transferred to longitudinal magnetization.
The remaining transverse magnetization decays much faster and does not contribute to
the stimulated echo. If necessary, it can be eliminated by phase cycling of the pulses.®
The longitudinal magnetization after the second 7t/2 pulse is described by cos(€2sT). By
considering the limited excitation bandwidth of the pulses, this corresponds to a polar-
ization grating as shown in Fig. 12b. During the following variable delay of duration 7,
the grating decays with time constant 7', due to longitudinal relaxation. In addition,
changes in the resonance frequency of spin packets lead to exchange of polarization
along the Qg axis, that is, to a smearing of the grating. In the limit of much faster spec-
tral diffusion compared to longitudinal relaxation, the grating is transformed to a broad
unstructured hole in the ESR line that resembles the excitation profile of the ©/2 pulses.

The final ©/2 pulse transforms the longitudinal magnetization (polarization) to
transverse magnetization. The subsequently detected signal can be considered as
an FID of the polarization pattern. While the FID of a broad unstructured hole
decays within the dead time after the pulse and cannot be observed, the FID of the
polarization grating has the form of the Fourier transform of this grating. Since an
oscillation with period 1/t in angular frequency domain transforms to a delta peak
at time T in time domain, this FID appears as an echo at time T after the last /2
pulse. As a function of delay 7, the amplitude of this echo decays with exp(—T1/T)),
but is additionally attenuated by spectral diffusion. The contribution by spectral
diffusion can be easily recognized even if T is not known a priori, since the decay
by spectral diffusion is faster for finer gratings, for longer interpulse delays 7.

Additional pulsed ESR experiments have been used, which are beyond the scope
of this introductory chapter. An overview of these experiments, as well as on the the-
oretical background of pulsed ESR, can be found in Ref. 8.
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1. INTRODUCTION

Electron spin resonance spectra provide information on the type of paramagnetic
center: radical, transition metal ion, or crystal defect. If g-values and hyperfine split-
tings (liquid state) or g and hyperfine tensors (solid state) can be extracted, additional
information is obtained on the molecular structure in the immediate vicinity of the
atom(s) on which the spin is centered.! For strongly coupled paramagnetic centers,
as, for example, in molecular magnets, such spectra may also contain information on
dipole—dipole and exchange coupling between the centers. Finally, for spin probes
with well-known ESR parameters, such as nitroxides, line shape analysis of continu-
ous wave (CW) ESR spectra yields information on the rotational dynamics of the
probe.? Electron spin resonance spectroscopy thus directly probes the vicinity of a
paramagnetic center on the length scale of a few angstrom. Information on that
length scale may, however, not be complete. Hyperfine couplings to nuclei in neigh-
boring molecules are usually unresolved even if these molecules are in direct contact
with the spin-bearing molecule.

For many applications in polymer science, intermolecular interactions and struc-
tural information on a somewhat longer range, up to a few nanometers, is of consid-
erable interest. Length scales between 0.5 and 8 nm correspond to electron—nuclear
or electron—electron couplings between 100 kHz and a few megahertz (MHz). Given
that typical lifetimes of electron and nuclear spin states are longer than a few
microseconds (J1s), interactions of such a magnitude can, in principle, be measured.
However, they are not resolved in ESR spectra, as there are too many of these inter-
actions and, in solids, the lines are broadened due to anisotropy of the g-value and of
the larger hyperfine couplings of nearby nuclei.

The long-range information is contained in weak couplings between distant
spins. Such couplings are discussed in Section 2. They can be extracted by sepa-
ration of interactions, that is, by techniques that detect a certain type of small
interaction in the presence of larger interactions. The most important class of such
techniques are double-resonance experiments. By electron—electron double reso-
nance (ELDOR) it is possible to separate weak couplings between two electron
spins from all other interactions. The accessible frequency range from 15 MHz
down to 100 kHz corresponds to a distance range between 1.5 and 8 nm.
Principles, experimental techniques, and data analysis for such ELDOR tech-
niques are described in Section 3. By electron—nuclear double resonance
(ENDOR) weak couplings between an electron spin and a nuclear spin can be
measured (Section 4). The accessible frequency range is approximately the same.
As such hyperfine couplings often have a Fermi contact contribution that is not
easily related to spin—spin distances, it may be more difficult to extract precise
structural information than it is for electron—electron couplings. However, in
many cases even semiquantitative information is helpful. The Fermi contact con-
tribution can usually be neglected for intermolecular hyperfine couplings. The
hyperfine couplings are then purely dipolar, so that ENDOR directly provides dis-
tance information for supramolecular structures.
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ENDOR techniques work rather poorly if the hyperfine interaction and the
nuclear Zeeman interaction are of the same order of magnitude. In this situation,
electron and nuclear spin states are mixed and formally forbidden transitions, in
which both the electron and nuclear spin flip, become partially allowed.
Oscillations with the frequency of nuclear transitions then show up in simple elec-
tron spin echo experiments. Although such electron spin echo envelope modulation
(ESEEM) experiments are not strictly double-resonance techniques, they are
treated in this chapter (Section 5) because of their close relation and complemen-
tarity to ENDOR. The ESEEM experiments allow for extensive manipulations of
the nuclear spins and thus for a more detailed separation of interactions.® From the
multitude of such experiments, we select here combination-peak ESEEM and
hyperfine sublevel correlation spectroscopy (HYSCORE), which can separate the
anisotropic dipole—dipole part of the hyperfine coupling from the isotropic Fermi
contact interaction.

Double-resonance methods, such as ELDOR, can also be used to obtain informa-
tion on the dynamics of paramagnetic species.® Such approaches are not considered
in this chapter. Technical aspects and theory of CW ELDOR* and ENDOR? experi-
ments will not be discussed, as pulsed techniques are nowadays more common, in
particular for work on the highly viscous or solid systems that are typical for polymer
research. Finally, this chapter is devoted exclusively to the description of the theoret-
ical background and the concepts of double-resonance experiments. Applications are
described in Chapter 7.

2. SPIN-SPIN COUPLINGS

2.1. Dipole-Dipole Coupling

The magnetic moments that are associated with electron and nuclear spins inter-
act through space by the dipole—dipole coupling. This coupling is a pair interac-
tion. Throughout this chapter we deal with experiments whose output data can be
described as sums (ENDOR) or products (ELDOR, ESEEM) of pair contribu-
tions, which simplifies analysis tremendously. Furthermore, in all these experi-
ments we can distinguish between an observer spin § and pumped spins /; that are
coupled to the observer spin. We may neglect the couplings of the pumped spins
I; among themselves. Therefore, we may restrict our general considerations to a
spin pair of one observer spin S, which is always an electron spin, and one
pumped spin 7, which may be either an electron spin (ELDOR) or a nuclear spin
(ENDOR, ESEEM).

All described experiments require that the electron Zeeman interaction of the
electron spin S be much larger than all spin—spin couplings. Coupling terms contain-
ing S, and S, spin operators are thus negligible (nonsecular), as they act perpendicu-
lar to the quantization axis z. Furthermore, it is assumed that the g anisotropy is small
or moderate, so that the quantization axis of the observer electron spin S coincides



28 DOUBLE RESONANCE ESR METHODS

with the direction of the external magnetic field B,. The Hamiltonian of the
dipole—dipole (dd) interaction can then be written as in Eq. 1,

A A

Hyy = 2mvglA+ B+ C) (1)

where the magnitude of the dipole—dipole interaction for two spins at a distance r
from each other is quantified by the dipolar frequency.

[vaal = _r13_4MTOh gmaledm (2)
The sign is positive if / is an electron spin and negative if / is a nuclear spin with
positive nuclear g-value. In Eq. (2), up is the Bohr magneton, g; is the g-value of the
pumped spin I, and y; is either the Bohr magneton (ELDOR) or the nuclear magne-
ton (ENDOR, ESEEM). As all factors except for 1/r3 are fundamental constants, are
known (nuclear g-values), or can be determined independently (electron g-values),
the spin—spin distance can be computed directly from vgy.
However, determination of v4q from spectra is not trivial, as the terms below

A=58T1(1 — 3cos® 0) (3a)
B =—% (8,1, + 8,1, )(1 — 3cos® 6) (3b)
C =—35.1, sinf cosd (3c)

depend on the angle 6 between the spin-spin vector and the external magnetic field
(Fig. 1), and the terms Band C'may or may not influence the dipolar splittings. In the
case of ELDOR, term C is always nonsecular and may be neglected. Only term A
needs to be considered if the difference of the two microwave (mw) frequencies is
much larger than v44. Under these experimental conditions, the difference between
the resonance frequencies of the S and [ spins in the absence of coupling must be

B, local field inverted local field

Fig. 1. Dipole—dipole coupling between two spins / and S. The local field imposed by the
pumped spin / has a different sign for / being parallel (left) or antiparallel to the external field
B,. Hence, a flip of spin I shifts the resonance frequency of spin S.
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much larger than the coupling, so that the term in Eq. 3b cannot mix the lof3;) with
the IBs0,,> state of the two spins. Such mixing does occur if vyq is comparable to the
difference of resonance frequencies, and then term B needs to be included.

The ESEEM experiments only work if term C is significant. This term mixes the
logoyy with the lowf3;) state and the IBgo,) with the IBsf3,) state, that is states that differ
in the magnetic quantum number of the nuclear spin. A mw pulse then excites not only
the formally allowed transitions in which only the magnetic quantum number of the
electron spin changes, but also formally forbidden transitions, in which both the elec-
tron and nuclear spin are flipped. Term C'is significant (pseudo-secular) if the hyper-
fine coupling is of the same order of magnitude as the nuclear Zeeman interaction. At
the usually applied magnetic fields of 0.35 T or 3500 G (X-band ESR) this applies to
all nuclear isotopes for distances r < 4 A. Electron-nuclear double resonance works
best, and ENDOR spectra are most easily interpreted, if the pseudo-secular hyperfine
coupling Ccan be neglected. This can be achieved by increasing the field and thus the
nuclear Zeeman interaction (high-field ENDOR).

In the most simple case, where only term A needs to be considered, the dipolar
spectrum is independent of the resonance frequencies of the two spins and is a simple
Pake pattern (Fig. 2a). If term B also needs to be considered, both the shape of the
pattern changes and the singularities shift (Fig. 2b). In this situation, numerical
simulations may be required to extract V44 and to determine the distance r.

Up to this point, we have assumed that the distance r and angle 0 are sharply
defined quantities. This is the case only if both spins are well localized on the length
scale of r. While nuclear spins are always well localized on the relevant length scale
of a few angstroms to a few nanometers, this is not necessarily the case for electron
spins in 7 radicals or transition metal complexes. If an unpaired electron is signifi-
cantly delocalized, the dipole—dipole coupling tensor has to be averaged over the spa-
tial distribution of the electron spin. In general, the orientation dependence of the
dipolar coupling terms is then no longer described by Eqgs. 3a—c and the spectrum is
no longer a Pake pattern, even if the pseudo-secular terms can be neglected. A
detailed discussion of this situation is beyond the scope of this chapter.

(@) 6=90° (b)

— e L

~2V4d ~Vdd 0  Vag 2Vyq ~2V4d —Voad 0 Vad 2Vyd

Fig. 2. Calculated dipolar powder spectra for two electron spins with resonance frequencies
of 9.765 GHz (observer spin) and 9.700 GHz (pumped spins) and a spin—spin distance of (a)
2.5 nm and (b) 1.25 nm.
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2.2. Exchange Coupling

If several unpaired electrons are localized in strongly overlapping orbitals or in
orbitals that are very close to each other in space (mean dipole—dipole couplings
larger than the electron Zeeman fr?quency), they are strongly coupled and are best
treated as a single group spin § > 7. Unpaired electrons that are localized in weakly
overlapping orbitals are best treated as individual spins. As electrons are indistin-
guishable from each other, they can be exchanged even between weakly overlapping
orbitals. This exchange leads to a small coupling of the two electrons.

Weak exchange (ex) coupling, which is typical for electrons that are separated by
at least 5 A, is an isotropic interaction that is described by the Hamiltonian in Eq. 4,

A A A

H,=JGS, I + S,

A A A

i+81) @)

=
[,
I

where J is the exchange coupling. Unfortunately, J is sometimes defined with oppo-
site sign or may even be defined as one-half of the negative value of J in Eq. 4.
Hence, comparison of J couplings from literature always requires some caution. In
the definition used here, a positive sign of J corresponds to the case where the triplet
state of the two electrons is higher in energy at zero field than the singlet state. This
is antiferromagnetic coupling and corresponds to weak bonding overlap of the
orbitals. The opposite case of J < 0 is ferromagnetic coupling, which corresponds to
weak antibonding overlap.

Within the same class of compounds, weak exchange couplings decay exponen-
tially with the distance between the two spins (centers of the spatial distribution).
However, the decay constant and prefactor strongly depend on the type of bonding
network and the conductivity of the medium between the two spins. Fully conjugated
systems may have sizeable exchange couplings at distances as large as 3.6 nm.° If
conjugation is broken by at least two single bonds between the spins and the medium
is an isolator, exchange couplings are much smaller than the dipole—dipole coupling
at distances > 1.5 nm. The modification of dipolar coupling patterns by J coupling
has been discussed earlier in some detail.”

In solution, an exchange of electrons arises due to the short orbital overlap during
radical-radical collisions. This effect leads to changes in the ESR line shape,? but is
not important in the context of double-resonance experiments on soft matter or
solids.

2.3. Fermi Contact Interaction

Unpaired electrons located in s orbitals have a finite probability to reside inside the
atomic nucleus. Such contact between the electron and nuclear spin results in an
isotropic coupling (Fermi contact interaction), which can be as large as 1480 MHz
for the electron of a hydrogen atom or a few hundred megahertz (MHz) for electrons
localized at a transition metal ion. Isotropic hyperfine couplings in organic radicals
or in ligands of transition metal ions do not usually exceed 100 MHz.
Intermolecular isotropic hyperfine couplings between 1 and 2 MHz have been
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observed for hydroxylic protons hydrogen bonded to nitroxides’ and for fluorine
nuclei of polyvinylidenefluoride doped with a nitroxide.'” In the latter case, the
strong intermolecular coupling is caused by the high electronegativity of fluorine. In
other cases, intermolecular hyperfine couplings are not expected to exceed 200 kHz.

2.4. Spin Density in p and d Orbitals

If some spin density is transferred to a p or d orbital on a certain nucleus, this spin
density contributes to the dipole—dipole interaction between the two spins. Such a
contribution to the dipole—dipole interaction may exceed the contribution from
through-space interaction between the nuclear spin and the center of electron spin
density. The distance between the nucleus and the center of spin density cannot be
computed directly from the anisotropic hyperfine coupling in this situation. Distance
determination by ENDOR or ESEEM thus requires that either nuclei without signif-
icant spin density in p or d orbitals are used (protons, deuterons, alkali, and alkali
earth metal ions) or that spin density transfer to the atom under consideration is neg-
ligible (intermolecular couplings).

3. ELECTRON-ELECTRON DOUBLE RESONANCE

3.1. General Considerations

Pulsed ELDOR experiments are designed to separate the coupling between two elec-
tron spins from other contributions to the spin Hamiltonian, namely, resonance off-
sets due to g-value dispersion, hyperfine couplings, and, for §> 7, zero-field
splitting (ZFS). This is achieved by refocusing all interactions, including the
coupling between the two electron spins, in an echo experiment on the observer spin
S. The spin—spin coupling is then reintroduced by a pump pulse that ideally exclu-
sively excites spin /. Selection of the observer and pumped spin requires excitation
pulses at two different frequencies, Vs and vy, With separated excitation bands.
The minimum excitation bandwidth of the pump pulse is the width of the dipolar
Pake pattern, since both transitions of the pumped spin must be excited to fully
reintroduce the coupling. It follows that distances of 2 nm or shorter require pulse
lengths of 50 ns or shorter, so that the difference between v, and vy, should be 30
MHz or larger. The resonance fields of the two spins must thus differ by > 10 G. If
the total width of the ESR spectrum is narrower than that, single frequency tech-
niques''~!3 have to be used for distance measurements. If the total width is larger, a
larger frequency difference Vo - Voump 18 better, as it diminishes the residual overlap
of the excitation bands and the influence of the pseudo-secular term of the
dipole—dipole coupling in Eq. 3b. Distances down to 1.8 nm can be measured quite
well with observer pulses of 32-ns length, a pump pulse of 12-ns length, and a
frequency difference of 65 MHz.

Selection of observed and pumped spins is possible even if both paramagnetic
centers of the pair are chemically identical, because the resonance frequency depends
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on orientation and, for centers with strongly hyperfine coupled nuclei, on nuclear
magnetic quantum number m;. Both orientation and nuclear magnetic quantum num-
ber are constant during an experiment. For example, at X-band frequencies, a pump
pulse applied to the global maximum of the nitroxide ESR spectrum excites radicals
with m;(**N) = 0 at all orientations with respect to the magnetic field, but only a
small fraction of orientations for radicals with m,(14N) = +1 and —1. An observer
pulse applied near the low-field edge excites radicals with nz,("*N) = +1 whose
molecular z axis is nearly parallel with the external field.

The lower end of the distance range for reliable measurements by pulse
ELDOR techniques is set by three complications. First, if the dipolar splitting
exceeds the excitation bandwidth of the pump pulse, the pump pulse typically
excites only one of the transitions of the dipolar doublet. In this situation, the
coherence is not exchanged between the two transitions of the observer spin, but
is rather converted to zero-quantum or double-quantum coherence involving both
spins. The magnetization is thus lost and does not contribute to the signal. Second,
a larger dipolar splitting increases the probability that observer spins are excited
by the pump pulse. Third, if the dipolar splitting is of the order of the difference
of the resonance frequencies in the absence of coupling, the pseudo-secular term
of the coupling (Eq. 3b) induces frequency and phase shifts. The three complica-
tions are not independent of each other. For these reasons, measurements of dis-
tances and, in particular, distance distributions of nitroxides < 1.75 nm should be
interpreted with caution. As a rule, pulsed ELDOR distance measurements are
very precise (£0.05 nm) when dipolar broadening in the CW ESR spectra is
absent or weak (< 0.5 mT), and less precise if the CW ESR spectrum exhibits
obvious broadening.

The higher end of the distance range is determined by the maximum time #,,,, for
which dipolar evolution of the observer spin can be measured. Generally, this
depends on the transverse relaxation time 7, of the observer spin, so that measure-
ments are best performed at low temperatures, where T, reaches its maximum. In soft
matter at X-band frequencies, T = 50 K is often a good choice. Due to contributions
from instantaneous diffusion, the apparent T, also depends on concentration.® For
measuring very long distances, concentrations as low as 100 uM may be optimum. In
any case, concentrations > 500 uM are detrimental. If S and 7 spins correspond to
chemically different species with different 75, observer spin S should be the more
slowly relaxing spin. This advice may, however, conflict with the requirement to
maximize the fraction of pumped spins, which is fulfilled by pumping at the global
maximum of the total ESR spectrum of both species. If such a conflict exists, it is
advisable to test both settings of pump and observer frequency.

If concentrations are between 50 and 500 uM and relaxation times are not dimin-
ished by proximity of other, very fast relaxing paramagnetic centers, maximum
dipolar evolution times of at least 1 us can usually be achieved. This allows for
measurement of distances up to = 4.5 nm. In most systems, f,,,x = 2.5 us is feasi-
ble, corresponding to a distance range of up to 6 nm. In fairly rigid protonated matri-
ces without methyl groups, such as o-terphenyl, #,,,.,, = 6 [ts can be achieved, so that
distances of 8 nm can be measured. To estimate the width of a distance distribution
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centered at 8 nm, 7,,,, = 20 us is required, which necessitates the use of deuterated
matrices.'* Measurements with #,,,, = 20 ps allow for determinations of reliable
shapes of distances distributions up to 5 nm with a resolution of 0.1 nm. "'

3.2. Experimental Techniques

Any pulsed ELDOR experiment starts with a /2 pulse that generates transverse
magnetization (coherence) on one or both transitions of the observer spin (Fig. 3). To
understand the basic principle, it is sufficient to consider the fate of coherence on one
of the two transitions, for example, the one belonging to the o state of the pumped
spin I (Fig. 4a). In general, this transition has an offset Av from the observer mw
frequency. In a time ¢ after the 7t/2 pulse, it thus acquires a phase Avr. At this time, a
7 pulse is applied on the pump frequency. This pulse flips the pumped spin / from its
o to its B state (Fig. 1), thus transferring the coherence to the other transition of spin
S (Fig. 4b) and changing the resonance frequency of spin S by —d. Here, d is the
spin—spin coupling including dipole—dipole and exchange contributions. In the
remaining time T—¢ before the second pulse at the observer frequency, the coherence
acquires a phase (Av—d)(t—t). The total phase before this pulse is thus Avt—d(t—7).
The & pulse on the observer frequency inverts the phase of the coherence, but does
not change the frequency. During time T before echo formation, the coherence thus
acquires a phase —(Av—d)t. The total phase 0., at the time of echo formation is

(a) T T
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Fig. 3. Pulsed ELDOR (DEER) sequences. (a) Basic PELDOR experiment. Interpulse delay t
is fixed, interpulse delay ¢ is varied, and echo intensity is recorded. (») Four-pulse DEER. In the
constant-time version, interpulse delays T; and T, are fixed, interpulse delay ¢ is varied, and the
intensity of the second echo (solid line) is recorded. For the variable-time version, see the text.
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therefore dr. Echo intensity is proportional to cos({ecno) = cos(df). Consideration of
the other observer spin transition gives the result 0., = —dt. As cos(df) =
cos(—dr), both cases correspond to the same echo modulation. The spin—spin
coupling d can thus be measured by recording the echo intensity as a function of
interpulse delay ¢ and Fourier transformation of the data.

Due to the orientation dependence of d and a possible distribution of distances r,
d is usually distributed. Oscillations for different d values interfere destructively at
long times ¢. In particular, there is always a large number of / spins of remote para-
magnetic centers with small intermolecular couplings that lead to a decay of the
signal toward zero at infinite times. For a homogeneous spatial distribution of the
remote radicals, this decay is exponential.'® Full information can only be obtained by
measuring the echo decay from the very beginning at + = 0, where all oscillations
interfere constructively.

With the basic pulsed ELDOR (PELDOR) sequence shown in Fig. 3a, such a
measurement at t = 0 corresponds to overlapping pump and observer pulses. This
leads to signal distortions unless the two frequencies are applied to two well-isolated
modes of a bimodal resonator.'® Furthermore, pulses at the two frequencies have to
be amplified in two separate high-power amplifiers. The requirement for such
specialized hardware and the restriction to a fixed frequency difference imposed by
the bimodal resonator is overcome by using the four-pulse double electron-electron
resonance (DEER) experiment (Fig. 4b).

In this experiment, the phase acquired by the observer spin coherence during the
first interpulse delay of length 1, is exactly compensated by the phase acquired dur-
ing the second interpulse delay of length T, after the m inversion pulse. At time 271,
the coherence thus has zero phase. This time can thus be identified with dipolar evo-
lution time ¢ = 0 and corresponds to the time immediately after the 7t/2 pulse in the
basic PELDOR experiment. Spin evolution for # > 0 is analogous to basic PELDOR
with time T, replacing time t. For 1, = 200 ns, interference between pump and
observer pulses can be safely neglected at ¢ = 0.

The pulse sequences shown in Fig. 4a and b feature fixed interpulse delays T or
T, that must be slightly longer than the maximum dipolar evolution time #,,,,. Such
constant-time experiments have the advantage that the variation of the echo ampli-
tude is not influenced by relaxation. Loss of magnetization of the observer spins by
transverse relaxation is the same at all times ¢. The distribution of dipolar frequen-
cies d can thus be determined free from relaxational broadening, which is an
absolute requirement for measurements of distances > 3 nm in most systems. On
the other hand, constant-time experiments have the disadvantage that the entire
data set is measured with a relaxational loss of magnetization that corresponds to
tmax- In principle, data points at ¢ < f,,,, can be measured with smaller loss. As
relaxation is exponential, this can lead to a significant sensitivity gain. Part of this
gain is lost again by the necessity to measure a reference data set that contains only
the relaxational decay and dividing two data sets.'> Nevertheless, such a variable-
time DEER experiment still provides better sensitivity in most cases. The reference
data set is measured by varying T, in the sequence shown in Fig. 4b using fixed T;
and fixed ¢t = 0. The recoupled data set is measured with the same sequence, by
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Fig. 4. Energy level scheme, transition frequencies, and coherence transfer in pulsed ELDOR
experiments. (a) Situation before the pump pulse. (b) Situation after the pump pulse.

varying t and T, simultaneously with the same time increment. In other words, in
the reference experiment, the delay between the first observer © pulse and the
pump pulse is constant, while in the recoupled experiment the delay between the
pump pulse and the second observer T pulse is constant.

In all cases, the primary data set is a variation V(f) of echo intensity with time.
Normalization to the echo intensity at time zero gives the dipolar evolution function
D(t) = V(1)/V(0). The dipolar evolution function contains the information on the dis-
tribution P(r) of spin—to—spin distances.

3.3. Analogy to Form Factor and Structure Factor in Scattering

Structures of polymer materials on nanometer length scales are mostly determined by
small angle scattering techniques,'” such as small angle X-ray scattering (SAXS) and
small angle neutron scattering (SANS). For distances up to at least 5 nm, ESR spec-
troscopy can complement results from scattering, since spin labeling opens up a dif-
ferent and very versatile approach to contrast variation. Less sample is needed than for
SANS and more precise distance measurements are possible. Combined scattering
and ESR studies require a common framework for the description of structures.

Scattering experiments are based on different scattering cross-sections of atoms in
the particles of interest and in the surrounding medium. The variation of scattering
intensity with the wave vector ¢ [scattering curve I(g)] is the product of an instru-
mental constant and of two g-dependent contributions related to the structure of the
investigated material, the form and the structure factors. The form factor depends on
the shape of the particle, while the structure factor contains information on any reg-
ularity of the spatial distribution of the particles. Symmetry of the particles may be
nicely seen in the scattering curves that correspond to reciprocal space, but in many
cases data are more easily interpreted in real space.'® Real-space data are obtained by
an indirect Fourier transformation technique. Indirect Fourier transformation is an
ill-posed problem just as the computation of distance distributions from pulsed
ELDOR data that is described below.

The “pair distance distribution function” p(r) obtained in small-angle scattering
from the form factor P(g) is analogous to the distance distribution P(r) obtained in
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pulsed ELDOR from the dipolar evolution function D(¢). In particular, for a homo-
geneous particle, p(r) from scattering and P(r) from ELDOR are the same.
Complementary information can be obtained by spin-labeling only specific sites,
such as the surface of the particle or the ends of a polymer chain.

Scattering and pulsed ELDOR differ profoundly in formation of the signal.
Scattered waves totally cancel by destructive interference if there are no regulari-
ties in the structure. For particles whose positions are uncorrelated (particles
homogeneously distributed in a matrix) the structure factor is a constant, S(g) = 1.
In contrast, homogeneously distributed spins in pulsed ELDOR contribute a back-
ground function B(?),

208 g1
2mpo88ik’s W) 5

B(t) = exp(— 9\’;3—11

where ¢; is the total concentration of I spins and A is a modulation depth parameter
that depends on the spectrum of spin /, on the excitation position within this spec-
trum, and on instrumental parameters (pulse width, pulse power, pulse shape, shape,
and width of the resonator mode). On a given spectrometer and for a given type of
samples, such as nitroxide spin labels, A can be determined by calibration with a
sample of known concentration c;.

Such a signal contribution from a homogeneous distribution may be advanta-
geous, as it allows for precise determination of particle concentrations and for the
detection of subtle deviations from a homogeneous distribution by a deviation of
B(?) from an exponential decay. In scattering, such deviations contribute only a very
broad background to I(g) that is easily missed. The situation in pulsed ELDOR is
illustrated in Fig. 5 for the enrichment or depletion of ionic spin probes close to a
charged surface. By using the analytical solution of the Poisson—Boltzmann equa-
tion for a charged planar plate in an electrolyte solution,'” we have calculated the
concentration profiles of monovalent ions in solution with the opposite (Fig. 5a) or
the same (Fig. 5¢) charge as the platelet. Assuming that the observer spins S are
attached to the surface of the platelet and the pumped spins are located at the ions in
solution, we obtain the dipolar evolution functions B(#) shown as solid lines in Fig.
5b and d, respectively. For enrichment of unlike charges near the surface, B(¢) has a
positive deviation from an exponential fit (dashed line in Fig. 5b) at short times .
This positive deviation generally occurs if short distances are overrepresented com-
pared to a homogeneous distribution. For depletion of like charges near the surface,
B(?) has a negative deviation from an exponential fit (dashed line in Fig. 5d) at short
times ¢. The negative deviation generally occurs if short distances are under-
represented.?”

In scattering data one can sometimes identify a regime, that is, a range of ¢ val-
ues, where scattering intensity 7 scales as g~ *, where x is the dimensionality of the
particle. For example, rodlike (one—dimensional’ 1D) particles exhibit ¢! scaling,
while flat (two—dimensional’ 2D) particles exhibit ¢~ 2 scaling.'® Such scaling is
recognized by a linear dependence in plots of log(/) versus log(g). Analogously, the
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Fig. 5. Distribution of local concentrations c/c, and corresponding background functions B(f)
for monovalent charged ionic spin probes in a dispersion of charged planar platelets in water
(simulation based on the Poisson-Boltzmann equation). A concentration of 1.67 mM of a
monovalent salt corresponding to a Debye screening length of 7.5 nm was assumed. (a) Local
concentration as a function of distance r from the platelet surface for counterions with unlike
charge (enrichment near the surface). (b) Dipolar evolution function for counterions with
unlike charge (solid line) and fit of the data between t = 1 and 2 s by an exponential decay
(dashed line). (c) Local concentration as a function of distance r from the platelet surface for
counterions with like charge (depletion near the surface). (d) Dipolar evolution function for
counterions with like charge (solid line) and fit of the data between t = 1 and 2 ps by an expo-
nential decay (dashed line).

dipolar evolution function for a homogeneous distribution of spin labels in x dimen-
sions is given in Eq. 6.,

D (t) = exp(—atw) (6)

where o0 = kAp is proportional to the density p of the 7 spins.?!?> The dependence of
the proportionality constant k& on x can be inferred from Ref. 22. Plots of
log(—log(D(f)) versus log(¢) exhibit a linear dependence with slope of x/3. The dis-
tribution of spin-carrying divalent counterions in semidilute frozen polyelectrolyte
solutions could be fitted by a superposition of components with x = 1 and x = 3.2
The dependence of the relative amount of the two components on polyelectrolyte
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concentration suggested that the first component corresponds to counterions in the
vicinity of an isolated and locally stretched chain, while the second component cor-
responds to counterions in regions where chains overlap.

3.4. Direct Computation of Distance Distributions

The primary result of a pulsed ELDOR measurement is a distribution of dipolar cou-
plings d. This information is contained either in the primary time-domain data (varia-
tion of echo intensity as a function of dipolar evolution time #) or in the dipolar
spectrum obtained from these data by Fourier transformation. Time- and frequency-
domain data contain exactly the same information, since Fourier transformation is a
linear operation. However, some features are easier to recognize in time domain (e.g.,
quality of least-squares fitting of the data) and others in frequency domain (e.g., orien-
tation selection by missing parts of the Pake pattern).

The wanted information is usually the distribution of distances P(r). In other words,
the distribution of orientations P(0) has to be factored out of the data.’*? This is pos-
sible if exchange coupling J is negligible and P(6) is known. Usually, a uniform distri-
bution of spin—spin vector orientation with respect to magnetic field, P(8) = sin(0), is
a fairly good approximation at X band, as we have found even for rigid biradicals.
Some deviations can be seen in frequency domain, but with proper data processing, as
explained below, they do not cause artifacts in the distance distribution P(r).

The mathematical problem of data analysis is thus to convert P(d) to P(r). This
problem is ill-posed, that is, a mild distortion of P(d) by noise can cause a strong dis-
tortion of P(r). The reason is that the signal from a certain distance » can be almost
perfectly modeled by a superposition of signals from distances » + Ar; and r — Ar,.
In contrast to the true solution, this superposition may also fit part of the noise and
may thus be preferred in a least-squares solution of the problem. As a result, one
obtains an illusory set of narrow peaks in the distance range where the true distribu-
tion exhibits just one broad peak (for illustrative examples, see Ref. 26).

Two strategies can stabilize the solution. First, the algorithm should allow only for
nonnegative values of P(r). This is reasonable, as a distance distribution cannot have
negative contributions. Second, if the primary data are fitted equally well by a broad
distribution and a complicated pattern of narrow peaks, we know that the broad distri-
bution is more likely the correct solution. This can be considered in data analysis by
requiring that the solution P(r) be both reasonably smooth and a good fit of the
original data. In Tikhonov regularization,?”-?® the compromise between smoothness
and fit quality is quantified by a regularization parameter o. By selecting a larger o,
smoothness is given higher priority, while a smaller o provides a better fit. If the solu-
tion is computed for different values of o and a smoothness criterion is plotted against
the deviation between fit and data, one often obtains an L-shaped curve. For very
small o, smoothness improves drastically with increasing o, while the root-mean-
square deviation changes only slightly (undersmoothing, vertical stroke of the L). For
very large o, smoothness does not change anymore, while the deviation increases
drastically with increasing o (oversmoothing, horizontal stroke of the L). The
optimum regularization parameter corresponds to the corner of the L.23
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It is advisable not to rely uncritically on such an optimum regularization parame-
ter, as the L curve is also influenced by noise. Instead, one should use existing infor-
mation about the investigated material to estimate a minimum realistic width of
peaks in the distance distribution.

4. ELECTRON-NUCLEAR DOUBLE RESONANCE

4.1. General Considerations

The interaction between electron and nuclear spins causes line splittings in both ESR
and nuclear magnetic resonance (NMR) spectra. However, since usually many
nuclear spins I, are coupled to a single electron spin S, the NMR spectra are easier to
interpret and are better resolved. The number of ESR transitions, Nggr, increases
multiplicatively with the number of nuclear spins,

Nesg = L 2L+1) @)

and the frequency of each transition is influenced by all the hyperfine couplings Ay.
In contrast, the number of NMR transitions, Nyyg, increases only additively with the
number of nuclear spins,

Nawr = 22S+1D) D I (8)
k=1

and the frequency of each transition is influenced by only one hyperfine coupling.
This is illustrated by the ENDOR spectrum in Fig. 6 that was computed for the same
spin system as the ESR spectrum in Fig. 5 of Chapter 1.

A further resolution advantage arises in the ENDOR spectra since the line width
is limited by the longitudinal relaxation time T, of the electron spins or the trans-
verse relaxation time 7,, of nuclear spins, rather than by the transverse relaxation
time T, of the electron spins. Since in solids or soft matter T 75, > T,., ENDOR
lines are usually narrower than ESR lines.

In addition to being more simple and better resolved than an ESR spectrum, an
ENDOR spectrum also contains additional information. Consider first-order expressions

A, —
As
Ay
il i
@, radio frequency >

Fig. 6. Isotropic ENDOR spectrum for a system consisting of four nuclear spins with [, = %
coupled to a single electron spin with S = %
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for the frequencies of ESR and ENDOR transitions of a spin system consisting of
one electron spin S = 1/2 and one nuclear spin I. The ESR frequencies are given in
Eq. 9,

Vepr = vs + mjA 9

where Vg is the electron Zeeman frequency, m; = —1I, —I+1, ..., I is the magnetic
quantum number of the nucleus, and A is the hyperfine coupling. They thus do not
contain any information on the nature of the coupled nucleus. The ENDOR fre-
quency of the transition between states lm;) and Im;+1) is given by Eq. 10,

Venpor = [vr + mA + 2m; + Dy (10)

where v, is the nuclear quadrupole splitting. For I = 1 the ENDOR frequencies thus
contain information on the nuclear Zeeman frequency, and for I > 4 additional infor-
mation on the nuclear quadrupole coupling. The information is best obtained at high
fields, where the nuclear Zeeman interaction dominates. The multiplet of ENDOR
lines is then centered at v;, and the nuclear isotope can easily be assigned using a
table of g, values. By analyzing the dependence of ENDOR spectra as a function of
the ESR observer field, it is possible to determine the full hyperfine and nuclear
quadrupole tensors and their orientations with respect to the g-tensor.3"-3

In complex materials or for structures with a low degree of order, such a
detailed analysis is impossible. Information on the structure can then be obtained
by quantifying proximity of nuclei of a certain element to the electron spin. For
protons, distance information can be derived from the dipolar part of the hyperfine
coupling. This approach may fail for nuclei with 7 > 1 as, according to Eq. 10,
ENDOR frequencies are influenced by nuclear quadrupole couplings. Proximity
of nuclei can thus be characterized most precisely for nuclei with I = 4 or for
nuclei, such as deuterium and °Li, which have very small nuclear quadrupole cou-
plings. In general, ENDOR techniques work best for nuclei with high or at least
moderate gyromagnetic ratio, such as 'H, '°F, 3'P, and '3C. For '°F, small s spin
densities already lead to a sizeable Fermi contact interaction. This simplifies
semiquantitative detection of proximity of '°F to a spin probe,** but makes it
nearly impossible to determine a distance of closest proximity. The ENDOR dis-
tance measurements to nuclei in neighboring molecules work particularly well for
phosphorus,** as 3'P has a natural abundance of 100% and is neither ubiquitous
nor extremely rare in materials.

4.2. Experimental Techniques

In an ENDOR experiment, magnetization from electron spins has to be transferred to
nuclear spin transitions. Resonant radio frequency (rf) irradiation can then change
this magnetization and the change can be detected again on an electron spin transi-
tion. By plotting the ESR signal as a function of the irradiated rf, one obtains the
spectrum of the nuclear spin transitions (ENDOR spectrum).
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In solid materials, such experiments are best done with pulse techniques.® In
Davies ENDOR (Fig. 7), the mw pulses excite only a narrow frequency range
within the ESR line. The first pulse with flip angle r inverts the magnetization of the
resonant spins in a narrow frequency band and thus burns a hole into the ESR line
(point IT in Fig. 7). A resonant rf pulse partially shifts this hole into side holes, as it
changes the nuclear spin state and thus the resonance frequency of the electron spin
transition. The frequency shift is equal to the hyperfine coupling A. As the rf pulse
drives loy) — IBp), as well as IB;) — loy) transitions, part of the hole is shifted to the
left and another part to the right. A third part is unchanged, as the rf pulse excites only
one of the two lines of the hyperfine doublet. The two final mw pulses detect the
depth of the center hole as a spin echo signal. An off-resonance rf pulse corresponds
to maximum hole depth at point II (rf pulse induces no change), while an on-resonant
pulse corresponds to reduced hole depth (point III).

The Davies ENDOR experiment requires that the frequency shift A is larger than
the hole width. It is thus best suited for large hyperfine couplings. For small cou-
plings, the experiment needs to be performed with very long mw pulses to create a
very narrow hole. This leads to low sensitivity, as only a small fraction of the ESR
line contributes to the ENDOR signal.

This problem is solved by the Mims ENDOR experiment (Fig. 8).3¢ Here the first
two mw pulses create an oscillatory polarization grating, that is, a comb of holes over
a broader range in the ESR line (point I in Fig. 8). The period of this grating 1/t can
be adapted to the expected magnitude of the hyperfine couplings by changing inter-
pulse delay t. The rf pulse again leads to a shift of parts of the hole pattern by *A.
The shifted gratings and the center grating interfere destructively, leading to a reduc-
tion in the amplitude of the stimulated echo. If the shift corresponds to phase inver-
sion, A = 1/(21), the grating and the stimulated echo vanish completely. In contrast,

Vmw
/2 T

Vit | |

A I i) i

Fig. 7. Davies ENDOR experiment. () Pulse sequence. The frequency of the rf pulse is var-
ied and integrated echo intensity is recorded. (b) Changes in the ESR line. At point I before the
first pulse, the whole line comprises equilibrium polarization. The first ©t pulse burns a hole
into the line (point II). A resonant rf pulse shifts one-half of the hole to two side holes at fre-
quency difference = A (point III).
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(b)

Fig. 8. Mims ENDOR experiment. (a) Pulse sequence. The frequency of the rf pulse is var-
ied and integrated intensity of the stimulated echo is recorded. (b) Changes in the ESR line.
The two mw 7/2 pulses create a grating in the ESR line (point I). A resonant rf pulse shifts
one-quarter of the grating to the right (frequency difference +A) and another one-quarter to
the left (frequency difference —A). These shifted gratings may interfere destructively with the
remaining grating in the center, so that just a broad hole remains (point II). In this case, no
echo is formed.

if A = 1/z, the shifted patterns and the central pattern interfere constructively and
there is almost no ENDOR effect on the stimulated echo (blind spot).

In general, blind spots occur at A = n/1, that is, the first one at A = 0. Accordingly,
measurement of small couplings requires a long interpulse delay T. On the other hand,
echo intensity decreases due to transverse relaxation with increasing t. The optimum
interpulse delay for measuring very small couplings is T=T,, where T, is the trans-
verse relaxation time of the electron spins.** For moderate hyperfine couplings, the
blind spot behavior can be overcome by averaging Mims ENDOR experiments for
different T values. Such an approach is superior in sensitivity with respect to Davies
ENDOR for hyperfine couplings, smaller than =~ 5 MHz.*” Larger hyperfine cou-
plings are best measured by Davies ENDOR.

4.3. High-Field ENDOR

Overlap of signals from different chemical elements is an inherent weakness of
ENDOR spectroscopy at conventional ESR frequencies of = 9.6 GHz (X band) as
can be seen in Fig. 9. To overcome this problem, pulse ENDOR techniques have been
developed that separate ENDOR signals according to the nuclear Zeeman frequency
or the magnitude of the hyperfine coupling.® Provided the hardware is available,
high-field ENDOR provides a more simple alternative. At an ESR frequency of 95
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GHz (W band), nuclear Zeeman frequencies for most elements exceed the hyperfine
couplings, and so do differences of nuclear Zeeman frequencies between 'H and *'P,
between 3'P and %’Al, and between >’Al and '*N. At 95 GHz, there may still be over-
lap of signals in groups of nuclei with similar gyromagnetic ratio. Such groups are,
for example, "H and '°F or '*C, 2*Na, and ?’Al. ENDOR at even higher frequencies
may sometimes be required to separate signals from these elements and is currently
developed in several groups around the world.

High-field ENDOR also improves orientation selection, which allows for deter-
mination of the relative orientation of the hyperfine tensor with respect to the g
tensor and also leads to resolution enhancement.®*'-> For observation at the
extreme positions (edges) of the ESR spectrum, only molecules with the g, or g,
principal axes along the magnetic field contribute, and single-crystal like spectra are
observed.

At conventional fields, ENDOR spectra are usually independent of the sign of the
hyperfine coupling. At high fields, one often observes a pronounced difference
between ENDOR intensities at frequencies above and below the nuclear Zeeman
frequency.’® For high-spin systems (S > ) at temperatures close to or below the
Zeeman temperature T, = gugBy/kg, such a difference arises from different polariza-
tion of ESR transitions Img) <> Img + 1) with different mg. This is in turn due to the
fact that the Zeeman energy is comparable to or exceeds the thermal energy kg7. For
S = 4 systems, the intensity asymmetry stems from a build-up of nuclear polariza-
tion during consecutive pulse experiments. Such build-up occurs when longitudinal
nuclear relaxation rates and electron-nuclear cross-relaxation rates are smaller than
the repetition rate of the experiment. This condition is more often encountered at
high fields, where the relaxation rates tend to be lower.
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Fig. 9. Nuclear Zeeman frequencies (vertical markers) and ENDOR frequency ranges (hori-
zontal bars) for selected isotopes at magnetic fields of 0.35 T (conventional ENDOR) and 3.35
T (high-field ENDOR).
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5. ELECTRON SPIN ECHO ENVELOPE MODULATION

In some cases, ENDOR experiments are not the best choice for obtaining informa-
tion on nuclei coupled to the electron spin. When the hyperfine coupling and the
nuclear Zeeman frequency are of the same order of magnitude, transition probabil-
ities for certain ENDOR frequencies become very small. Furthermore, for small
nuclear Zeeman frequencies, all ENDOR frequencies may be < 2 MHz, where
ENDOR sensitivity is relatively poor. Counting the number of nuclei of a given type
that are coupled to an electron spin also appears to be difficult with ENDOR tech-
niques. Another incentive for pursuing an alternative to ENDOR comes from the
wealth of information that can be obtained by time-domain experiments, in particu-
lar, two-dimensional spectroscopy.® Although time-domain ENDOR is possible,>*°
it generally suffers from small excitation bandwidth of the rf pulses and signal
losses during the large effective deadtime in the nuclear frequency dimension.
Time-domain ENDOR experiments therefore tend to have low sensitivity. When
nuclear Zeeman frequencies and hyperfine couplings are of the same order of
magnitude, and ENDOR is therefore problematic, ESEEM techniques are a viable
alternative.

5.1. Principles

For an anisotropic hyperfine interaction, the local field imposed by the electron spin
at the site of the nuclear spin is not in general parallel to the z axis defined by the
external magnetic field. If the hyperfine interaction is much smaller than the electron
Zeeman interaction, but comparable to the nuclear Zeeman interaction v; I,, the sec-
ular term A S.I, and the pseudo-secular term B ./, are relevant. The pseudo-secular
B term differs from zero except along the principal axes of the hyperfine tensor and
leads to a deviation of the local field from the z direction. To see this, consider a sys-
tem of an electron spin § = 4 coupled to one nuclear spin / = +. The z component of
the total field is given by v; + A/2 for the loy) state of the electron spin and by v, —
A/2 for the IBg) state, and due to the nonzero B term, the local fields at the nuclear
spin are not parallel in these two states (Fig. 10a). A mw pulse that excites the elec-
tron spin thus partially converts nuclear magnetization S%I, that is along the local
field in the loi) state to nuclear magnetization SPI_ that is perpendicular to the new
local field (Fig. 10b). In other words, there is state mixing. The quantum numbers of
both the electron and nuclear spin may change during a transition, when the usual
selection rule Amg = =1 does not strictly apply. Such forbidden transitions, in which
both the electron and nuclear spin are excited, allow for measurements of nuclear fre-
quencies by applying exclusively mw pulses.

5.2. Experimental Techniques

Consider a two-pulse echo experiment consisting of an mw 7/2 pulse for excitation
of transverse magnetization; an interpulse delay T in which this magnetization
defocuses due to a dispersion of resonance frequencies; a 1 pulse that inverts the
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phase of the magnetization; and another delay T in which the magnetization refo-
cuses. After this pulse sequence, a spin echo is observed.> Now, we examine coher-
ence on the allowed transition IBs0,)<>log0,) excited by the first pulse (Fig. 10c).
During the subsequent 7 pulse, the coherence branches as indicated in Fig. 10b.
For part of the coherence only the phase is inverted, it remains on the same transi-
tion. Another part is transferred to the forbidden transition IBso)¢<>logf;). The fre-
quencies of these two transitions differ by the frequency v,, of the loiso)<>logfy)
nuclear transition. If the echo intensity is measured as a function of interpulse
delay T (echo envelope), one thus observes two contributions. The coherence that
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Fig. 10. Local fields at the nuclear spin and magnetization transfers for an anisotropic hyper-
fine coupling that is comparable in magnitude to the nuclear Zeeman interaction v;. (a) The
lois> and IBg) states of the electron spin differ in the sign of the components A S.I, and B S.I,
of the hyperfine coupling. Hence, the quantization directions v,, and v of the nuclear spin dif-
fer by an angle 2m. (b) An mw pulse transfers longitudinal nuclear magnetization S®/, in the
loegy manifold of states (dotted arrow) to longitudinal magnetization S ﬁlz as well as transverse
magnetization S, in the IBg> manifold of states. (¢) Coherence on the allowed transition
IBsoy >—log0yy excited by an mw /2 pulse. Allowed ESR transitions are shown as solid lines,
forbidden ESR transitions as dotted lines, and nuclear transitions as dashed lines. (d)
Coherence branching induced by an mw 7 pulse.
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remains on the same transition provides a contribution to the echo that decays with
the transverse relaxation time T, of the electron spins. The contribution from
transferred coherence also decays, but in addition it oscillates with frequency v,,.
Hence, the echo envelope is modulated. The depth of this modulation depends on
the probability of forbidden transitions.

A detailed examination of all coherence transfer pathways® reveals that the four
frequencies seen in Eqs. 11-14

v, =V(v, + A/2)> + B> /4 (11)
vg=V(v, —A/2Y + B*/4 (12)
Vi =V, t Vg (13)
v = v, — vl (14)

are observed and that the modulation depth is given by k = sin?2n. The expressions
for the frequencies and the factor sin2n for a forbidden transfer are easily understood
in the geometrical picture of Fig. 10a and b. The square in the modulation depth is
due to the fact that any coherence transfer pathway that leads to echo envelope mod-
ulation contains either two forbidden transfers or one forbidden transfer and the
observation of forbidden coherence.

Considering the resolution of the nuclear frequency spectrum, this two-pulse
echo experiment is not optimal. The nuclear frequencies are here measured as dif-
ferences of frequencies of the ESR transitions, so that the line widths correspond
to those of ESR transitions. The nuclear transitions have longer transverse relax-
ation times 7,, and thus smaller line widths. In fact, if the second mw pulse is
changed from a 1 pulse to a 7/2 pulse, coherence is transferred to nuclear transi-
tions instead of forbidden electron transitions. This coherence then evolves for a
variable time T and thus acquires phase v, T or vgT. Nuclear coherence cannot be
detected directly, but can be transferred back to allowed and forbidden electron
coherence by another /2 pulse. The sequence (1/2)—1t—(n/2)—T—(nt/2)—T gener-
ates a stimulated echo, whose envelope as a function of T is modulated with the
two nuclear frequencies v, and vg. The combination frequencies v and v_ are not
observed. The modulation depth is also sin’21. The lack of combination lines sim-
plifies the spectrum and the narrower lines lead to better resolution. There is also,
however, a disadvantage of this three-pulse ESEEM experiment. Depending on
interpulse delay T the experiment features blind spots.? Thus it needs to be repeated
at several T values.

For the measurement of small dipolar hyperfine couplings due to remote nuclei
of a given element the blind spots can be easily avoided, because the blind spots
depend on the nuclear frequencies that are very close to the known nuclear Zeeman
frequency v;. Maximum modulation depth is obtained by adjusting T to an antib-
lindspot T = (2n+1)/(2v;), where n = 0,1,2,...
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The lack of combination frequencies in three-pulse ESEEM may sometimes be
detrimental. If the isotropic and dipolar hyperfine couplings are much smaller than
v}, the maximum of the sum combination frequency v is given below.*!

2
9 V7

= 2 _
max(v) 16 |V1|

v+ (15)

Since v; is known, one can determine v4q, and hence the distance between the
electron and nuclear spin, even in the presence of small, unknown isotropic hyperfine
couplings. The second-order shift with respect to twice the nuclear Zeeman
frequency is small. Hence, two-pulse ESEEM with its inferior resolution is not well
suited for measuring this shift. The sum combination frequency can be introduced
into stimulated-echo ESEEM by inserting an mw 7 pulse halfway through the evolu-
tion period of length T (sequence in Fig. 11 with ; = 1, = T/2).

The same pulse sequence can be used for the 2D HYSCORE experiment,** which
detects correlations between transitions of the same nuclear spin in the electron spin
lowgy and IBs) manifolds. Detection of such correlations helps to separate overlapping
signals from different elements or to analyze spectra of nuclear spins with / > 4. In
the latter case, the simplification comes about since hyperfine couplings mainly lead
to a frequency dispersion perpendicular to the diagonal while quadrupolar couplings
mainly lead to a dispersion parallel to the diagonal. The higher order hyperfine shift
parallel to the diagonal (Fig. 12) contains the same information as the sum combina-
tion peak in four—pulse ESEEM (Eq. 15) and can thus be used to separate the dipolar
hyperfine coupling from the isotropic hyperfine coupling.

5.3. Data Analysis

The most basic use of ESEEM is the detection of proximity of nuclei of certain ele-
ments to an electron spin (local elemental analysis). This technique is based on the
r~% dependence of the ESEEM modulation depth k for weakly coupled nuclei:

2 2 .2
kzg Mo gB sin- 20 (16)
4 \ 4m By ré

ESEEM signals are thus detected only from nuclei that are at a radius of 6 A or
shorter from the electron spin.

L] |

/2 /2 T /2

Fig. 11. Pulse sequence of the sum-combination (four-pulse ESEEM) and HYSCORE exper-
iment. In the 1D four-pulse ESEEM experiment, t; = t, = 7/2. In HYSCORE, ¢, and ¢, are
incremented independently to provide a 2D data set.
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While ENDOR lines correspond fairly well to powder patterns and exhibit clear
line shape singularities, this is not the case for ESEEM lines. The reason can be
seen in Eq. 16: modulation depth depends on orientation and vanishes at the 6=90°
singularity of a powder pattern as well as at the 6 = 0° outer edge (cf. Fig. 2a).
Furthermore, ESEEM spectra usually cannot be properly phased and have to be
displayed as magnitude spectra rather than absorption spectra. The combination of
these problems makes line shapes in 1D ESEEM spectra unreliable and hard to
simulate. Line shape analysis in 1D ESEEM spectra is therefore strongly discour-
aged. One-dimensional ESEEM spectra are useful for well-defined coordination
environments in transition metal complexes, in particular, if single crystals are
available. This situation is, however, unusual in polymer applications.

If 1D ESEEM data are dominated by contributions from a single element, time-
domain analysis can provide estimates for the distance of closest approach of nuclei
of this element and of the average number of such nuclei. This technique relies on the
distance dependence of the modulation depth (Eq. 16) and on the fact that the total
ESEEM signal caused by several nuclei is the product of contributions from the sin-
gle nuclei.? The modulation depth k, at time zero (Fig. 13) depends on both distance
and number of the nuclei. The decay of the modulation is due to the frequency dis-
persion, which to first order depends only on the distance. By analyzing depth and
decay of the modulation, the two parameters can thus be separated. A popular way of
doing this is ratio analysis.*® In this approach, the ESEEM data are reduced to the
ratio Ry, between the upper and lower envelope of the echo decay (Fig. 13). For N
nuclei at the same distance in the absence of orientational correlations,

log(log(R xp)) = log(N) + log(log(R,)) (17)

Fig. 12. Schematic HYSCORE powder pattern for an nuclear spin I = 1/2 coupled to an elec-
tron spin S = 1/2 with an axial hyperfine tensor. Intensity tends to zero at the edges and varies
throughout the correlation ridges.
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Fig. 13. Ratio analysis of the modulation depth in ESEEM data. The modulation depth & at time
t = 0 depends on the distance of the closest shell of nuclei and their number. The decay of the
modulation, characterized by the time dependence of the ratio of the upper and lower envelopes
(dotted lines), depends only on the distance of the closest shell of nuclei, but not their number.

where R, is the ratio expected for a single nucleus at that distance. Although such a
model of one sphere of nuclei with the same distance of shortest approach is certainly
idealized, ratio analysis can give useful hints for the structure of a material.
Furthermore, trends of the modulation depth in a series of similar materials can be
interpreted in terms of changing distances or coordination numbers. To use this
approach in the presence of significant modulations from nuclei of two elements, one
may record the data at a blind spot for one of the elements and suppress the unwanted
contribution by digital filtering in spectral domain.*

The best way to verify the distance of closest approach and to detect contributions
from several nuclei of the same element at different distances is an analysis of
HYSCORE spectra. If the frequency shift according to Eq. 15 significantly exceeds
the homogeneous line width 1/75, in the nuclear spectra, one can recognize curved
ridges as shown in Fig. 13. In favorable cases, several of these ridges may be
resolved. For deuterium, analysis of the HYSCORE patterns provides an estimate of
the nuclear quadrupole coupling,>*> which can then be introduced as a fixed correc-
tion parameter in ratio analysis.

6. CONCLUSIONS

Double resonance and ESEEM experiments can reveal and quantify interactions
that are unresolved in ESR spectra. As these interactions are often dominated by
dipole—dipole contributions, such measurements can be used to determine dis-
tances between two electron spins (ELDOR) or between an electron spin and
nuclear spins (ENDOR and ESEEM). While ELDOR measurements provide
information on the distance range between 2 and 8§ nm, ENDOR and ESEEM are
sensitive in a range between 0.3 and 1 nm. In favorable cases, such as nitroxide
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spin probes and spin labels, the gap between the two ranges can be bridged by line
shape analysis of CW ESR spectra (Chapters 1, and 3). Taken together, the whole
toolbox of CW and pulsed ESR techniques can thus characterize the structure of
materials with a low degree of order in the range between the shortest intermole-
cular contacts and typical extensions of polymer molecules or proteins. Success in
this kind of structure characterization depends critically on selecting the right
experiment or combination of experiments and on using proper techniques for
data analysis.
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1. INTRODUCTION

Electron spin resonance (ESR) spectroscopy has been widely used to obtain infor-
mation about the molecular dynamics of polymers. The method requires the intro-
duction of a stable free-radical reporter group, such as a nitroxide, into the system.
Nitroxide spin labels can be covalently attached to the polymer of interest, and can
therefore serve as probes of the local backbone dynamics of the polymer, providing
information on the local orientation, structure, dynamics, and environment.!= A
commonly used nitroxide is shown in Fig. 1. Depending on the ESR frequency,
motion on time scales between 10~ and 10~ '° s may be investigated by this method,
making it ideal to study the dynamics of macromolecules and macromolecular struc-
tures or assemblies.

The ESR spectrum of a nitroxide is sensitive to reorientational processes because
of the inherent orientation dependence (anisotropy) of the magnetic interactions of
the unpaired electron with the applied magnetic field, and with the magnetic nuclei
on the label. The ESR spectrum is most sensitive when these interactions are modu-
lated by rotation on a time scale T, that is comparable to the inverse of the frequency
width, A, of the spectrum. When T.A® = 1, the motion is said to fall within the
“slow-motional” regime for the given ESR frequency. At extremely short correlation
times, the spectrum approaches the fast motion limit and one observes only the
isotropic average of the magnetic interactions. At very long correlation times, a static
distribution of all the possible probe orientations, the “rigid limit” spectrum, is
observed.

Two major approaches have been employed to calculate the ESR spectrum of a
paramagnetic species that is reorienting on the slow-motional time scale. One
approach is the trajectory method,*> which utilizes the time-dependent trajectories of
axes that are fixed in the nitroxide frame to calculate the ESR spectrum directly. The
trajectories may be generated either by simulating them using single-particle
Brownian dynamics,* or by obtaining them directly from a molecular dynamics sim-
ulation.>® An alternative approach is the stochastic Liouville equation (SLE),”?
which can be regarded as a generalized semiclassical master diffusion equation. In
this description, the electronic and nuclear spins are treated quantum mechanically,

R R
o NH
HaC CHs
N
HiC |, CHs
o}

Fig. 1. A nitroxide that is commonly used in polymer spin labeling based on the commercially
available 4-amino-2,2,6,6-tetramethyl piperidine-1-oxyl (TEMPAMINE) radical.
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while the reorientational motion is treated classically, and parameterized in terms of
rotational diffusion constants.

Of these two approaches, the SLE method enjoys much wider application to the
analysis of spin-label spectra; while trajectory-based calculations remain time con-
suming, solution of the SLE has been rendered extremely efficient by the application
of advanced sparse matrix algorithms.”~!! On modern personal computers, a typical
ESR spectrum at the conventional frequency of 9 GHz can be calculated by the SLE
method in a fraction of a second. This efficiency is the major feature that enables the
application of iterative analysis of the experimental line shape, as described below.
Another important advantage of the SLE method is its versatility: it can be used to
calculate spectra over the entire motional range of the probe, from the fast-motion
limit to the rigid limit.

This chapter presents a detailed description of the analysis of slow-motional ESR
spectra of spin-labeled polymers, using the SLE-based ESR line shape calculation
developed by the Freed group at Cornell (EPRLL, as originally named by Schneider
and Freed'%!"). We will only present such details of the calculation as may be needed
to understand how it may be most efficiently applied to ESR line shape analysis.
Detailed expositions of the theory underlying the SLE equation and its implementa-
tion may be found elsewhere.>?"1>

We will start by surveying the parameters that are used to describe the magnetic
interactions within the nitroxide label, as well as the parameters used to characterize
its motion. Because of the significant number of parameters that may be required to
describe the rotational dynamics, the best means of extracting information about
probe structure, orientation, and dynamics is to fit a calculated ESR spectrum to the
experimental one by least-squares minimization of the model parameters. The chap-
ter describes some of the least-squares methods that have been successfully applied
to this type of analysis and concludes with some illustrative examples. Specific appli-
cations to spin-labeled polymers and interpretation of the ESR parameters obtained
by this analysis are described in greater detail in Chapter 6.

2. PHYSICAL PARAMETERS OF NITROXIDE LABELS

2.1. Magnetic Tensors of the Nitroxide

Analysis of a slow-motional ESR spectrum to obtain dynamic parameters requires
prior knowledge of the magnetic interactions of the paramagnetic species (i.e., the
parameters of the spin Hamiltonian). The two most important magnetic interac-
tions of interest in nitroxide spin labels include (/) the hyperfine interaction
between the electron and the nitroxide nitrogen, which may be either the '*N (7 =
1) or PN (I = 1) nucleus; and (2) the g-factor anisotropy of the unpaired electron.
Additional hyperfine interactions involving the 'H nuclei on the nitroxide ring and
vicinal methyl groups, which are typically not resolved in standard continuous
wave (CW) ESR experiments, are therefore less important for obtaining dynamic
information about the probe. However, these secondary hyperfine interactions give
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rise to an inhomogeneous line width that should be taken into account in the analy-
sis of the spectra.

All orientation-dependent magnetic terms in the nitroxide may be represented as
“tensors” (although not all of them are true tensors in the mathematical sense).
These include the nitrogen hyperfine tensor, A, and the electronic g-tensor, g. Each
tensor is represented in terms of three principal values and a set of three associated
axis directions relative to the frame of the nitroxide. First, the axis orientations are
discussed.

Theoretical'® and experimental single-crystal studies'” have shown that the axis
directions of g (also called the magnetic axes x,, y,, and z,,,) are oriented relative to the
nitroxide frame as illustrated in Fig. 2. These axes are chosen so that the corresponding
principal g-values obey the relation g, > g, > g,. Thus, the z,, axis lies along the axis
of the p, orbital of the nitrogen, the x,,, axis is perpendicular to z,, and lies approxi-
mately along the N—O bond direction, and the y,, axis is perpendicular to these.

The principal axis directions of the A tensor (xa, ya, z4) are specified using the
Euler angles that give their orientation relative to x,,, y,,, and z,,, according to the stan-
dard convention.'® These angles are referred to as the “magnetic tilt” angles,
Q= (O, Brms Y- Explicitly, they specify the following set of rotations, which are
also illustrated in Fig. 3: (/) rotation about z,, by the angle o, (2) rotation about the
new y axis by the angle B,,, and (3) rotation about the new z axis by the angle ¥,,. This
is equivalent to the following set of rotations in the original reference frame: (/) rota-
tion about z,;, by the angle v,,, (2) rotation about y,, by the angle 3,,, and (3) rotation
about z,, by the angle o,,. In this convention, positive rotation angles specify a rotation
that would advance a right-handed screw along the rotation axis.

In practice, the magnetic tilt angles are almost always taken to be zero (i.e., the A
axes are assumed to coincide with the g axes); however, for nitroxides in

Zm

Ym

<

N-mm 0 —Pp X,

~

Fig. 2. Directions of the principal g (or magnetic) axes X, Y, and z,, are oriented relative to
the nitroxide molecular frame.
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Fig. 3. Definition of the “magnetic tilt” angles, Q,, = (a,, ,B,, ,Y,») that define the directions of
the principal axes of the '“N hyperfine tensor relative to the magnetic axes.

six-membered rings, single-crystal studies have revealed a small rotation in the x—y
plane (represented by either o, or 7y,,) corresponding to “twisted boat” configura-
tions of the ring.!” Although such conformations are observed in single crystals, and
interconversion between ring conformations should in principle contribute to the
ESR line shape, conformational dynamics of the ring is typically neglected in line
shape analysis of spin-labeled macromolecules.

In addition to A and g, the inhomogeneous line width tensor W may be specified.
Here W is an ad hoc representation of orientation-dependent line broadening that
arises from variations in the local electrostatic environment of the nitroxide.
Inhomogeneous broadening of this type becomes particularly significant at higher
ESR frequencies, where small variations in the g tensor are resolved. Moreover, this
type of broadening is effectively anisotropic, since it increases in degree as the g-
value gets further from the free-electron g-value. Thus, electrostatic inhomogeneity
preferentially affects the g, value of a nitroxide. The principal values of W represent
the derivative peak-to-peak width of a Lorentzian line. Because W is generally used
to represent g-factor inhomogeneity, the principal axes of W are taken to be the same
as those of g.

The principal values of g, A, and W are most typically obtained from the rigid
limit spectrum of the nitroxide. At high ESR frequencies (94 GHz and above), the
features corresponding to the x, y, and z orientations of the nitroxide are well enough
resolved that the principal values of g and A may be read directly from the spectrum,
as illustrated in Fig. 4a. Specifically, at high field one may observe three groups of
three features; the central feature of each group may be used to calculate the g-factor
for the given orientation, and the spacing between the features gives the hyperfine
interaction for that orientation. Although commercial instruments are available at fre-
quencies up to 140 GHz, the most commonly used ESR frequency is 9 GHz. At this
frequency, the features identifying the principal g and A values overlap significantly
(cf. Fig. 4b), and it is often necessary to carry out a least-squares fitting to the exper-
imental rigid limit line shape. Least-squares analysis is also the preferred method to
determine the principal values of W.
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Fig. 4. Rigid limit spectra of a nitroxide at (@) 94 GHz and (b) 9 GHz. Lines indicate the loca-
tion of “turning points” in the spectrum from which magnetic tensor parameters may be deter-
mined. The central lines of each group of three indicate the field positions from which the
anisotropic g,-, g,-, and g- values are determined, and the spacing between the lines indicates
the corresponding '*N hyperfine splittings. Note the high degree of overlap in the 9-GHz spec-
trum.
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In addition to the inhomogeneous line width tensor W, the EPRLL programs pro-
vide a way to account for inhomogeneous broadening that specifically arises from
unresolved hyperfine interactions between the unpaired electron spin and surround-
ing nuclei (generally "H). This type of broadening is generally well approximated by
a Gaussian line shape, and is specified as the derivative peak-to-peak width of a
Gaussian line (A). In liquid solution, the underlying hyperfine interactions may be
treated as being isotropic; in oriented systems, such as liquid crystalline polymers or
membranes, the broadening is orientation-dependent due to small anisotropies in the
hyperfine interactions. Thus, the EPRLL programs provide a second Gaussian line
width parameter A that accounts for the dependence of line width on the orienta-
tion angle ¥ of the membrane or liquid-crystal director (see Section 2.3) according
to the definition A = A© + A®sin?P. It is important to note that this orientation
dependence is defined relative to the director frame (defined below) and not to the
magnetic axis system.

An alternative form for specifying tensor principal values that is sometimes used
in the EPRLL-family programs is the “spherical” representation. In terms of the
Cartesian components of a tensor M, namely, M,, M,, and M., its “spherical” com-
ponents are defined as

M, = (M, + M, + M.)/3
M, =M, — (M, + M,)/2 (1
My=M,— M,
The components M, M,, and M5 are referred to as the isotropic, axial, and rhom-
bic components of the tensor M, and they differ by constant factors from the respec-
tive conventional spherical tensor components, M®?® M29 and M@2? The

definition given here allows the components to be correlated directly with and/or
estimated from the features of an experimental spectrum. This is illustrated in Fig. 5,

9x g
95

9,

<

9>

A
A 4

—————d———---9

—

Fig. 5. Relationship between the pseudo-spherical tensor components and the turning points
in the spectrum of a radical with g anisotropy but no nuclear hyperfine interactions. Note that
the tensor components may be estimated directly from the features of the spectrum.
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TABLE 1. Magnetic Parameters in the EPRLL Programs “

Symbol Name Description

8w 8y 82 ex, gy, gz Principal values of the electronic g matrix:

g1, 82 &3 el, g2, g3 Cartesian x, y, and z components (unitless)

AL A A, ax, ay, az Principal values of the nuclear hyperfine

Al Ay Az al, a2, a3 tensor: Cartesian x, y, and z components (in gauss)

1 in2 Two times the total nuclear magnetic spin /.

Oy Bros Y alpham, betam, Euler angles ouy, By, Yum specifying the tilt of the

gammam principal axes of the nuclear hyperfine interaction

relative to those of the electronic Zeeman
interaction (in degrees)

Ya gamman Nuclear gyromagnetic ratio Yy (in

A0 A® gib0, gib2 Isotropic (A?) and orientation-dependent (A®))
Gaussian inhomogeneous broadening
A =AY + A@siny (Gaussian derivative
peak-to-peak width in Gauss)

W, Wy, W, WX, WY, WZ Principal values of the orientation-dependent

Wi, Wy, W3 wl, w2, w3 inhomogeneous line-broadening tensor,

Cartesian x, y, and z components (Lorentzian
derivative peak-to-peak width in gauss)

¢ (One-nucleus, one-electron spin % system).

which for clarity shows the spectrum of an unpaired electron with g anisotropy, but
without any resolved hyperfine splittings.

The spherical representation is included because it allows one to vary the tensor
components in such a way that it remains axially symmetric, or maintains a constant
trace. Such constraints can often be assumed based on other considerations (e.g.,
average hyperfine coupling from fast-motional spectra) before the least-squares fit-
ting is undertaken. Thus, to maintain a constant isotropic value one should fix M, and
vary M, and M;; to maintain axial symmetry, M5 should be set to zero, and M, and M,
varied.

Table 1 summarizes the magnetic parameter names that are used in the EPRLL
family programs to specify the spin Hamiltonian for a electron spin S :% radical
with a single significant nucleus, such as a nitroxide spin label.

2.2. Diffusion Models

This section summarizes some of the models for molecular motion that are imple-
mented in currently available SLE programs for ESR line shape calculations. In the
following description, parameters specifying rates or rate constants in units of reci-
procal seconds (s~ ') will be expressed on a base 10 logarithmic scale. Thus, for exam-
ple, a diffusional rate constant of 3.0 X 107 s™! would be represented by the parameter
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value 7.48. The major reason for this convention is that most dynamic processes of the
polymer or spin label are activated processes and therefore exhibit an approximately
exponential dependence upon the temperature. A second advantage is that dynamic
parameters expressed on this scale are of the same order of magnitude as the other
quantities used as input to the SLE, which avoids some numerical problems that may
arise in least-squares minimization when the search parameters are of significantly
different magnitudes.

Before discussing the different parameters used in the diffusion operator SLE for-
malism, it is necessary to define a number of different coordinate systems, depicted
in Fig. 6a and b. The first frame of interest is the director frame (Xp, Yp, Zp), Which
is fixed relative to the structure of the polymer to which the label is attached. The zp
axis is used to define the energy potential that imposes orientational order on the

(a)

Z

X,

(b)

Fig. 6. (a) Different coordinate systems (laboratory: L, director: D, and magnetic: m) used to
define motion parameters for a nitroxide spin label. (b) Diffusion rotation angles used to define
the magnetic axes relative to the diffusion axes. Note that the reference system for these angles
is the diffusion frame, whereas the reference system is the magnetic (g) frame for the magnetic
tilt angles (cf. Fig. 3).
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probe molecule as described above. The magnetic frame (X, Y, Zy,) already defined
above is fixed relative to the structure of the nitroxide label. Another important frame
is the principal axis system of the rotational diffusion tensor, or rotational diffusion
frame (Xg, Yr, Zr), Which is fixed relative to the magnetic frame. The orientations of
the principal diffusion axes are specified by the diffusion tilt angles Qp = (dp, Bp,
Yp), which are the Euler angles of the magnetic axes in the rotational diffusion frame
as defined above. These Euler angles are defined in exactly the same way as those
shown in Fig. 3 and the accompanying discussion. However, it is important to note
that the base frame for the magnetic tilt angles is the magnetic (g-tensor) axis system,
whereas the base frame for the diffusion tilt angles is the diffusion axis system (cf.
Fig. 6b with Fig. 3), even though both sets of angles involve the magnetic frame.

The standard model for diffusive motion in polymers is Brownian diffusion,
which occurs as a series of infinitesimal reorientational steps. This model is most
appropriate for intermediate-to-large sized spin probes and spin-labeled macromole-
cules, where the macromolecule is much larger than any solvent molecules. Because
of this broad applicability, the Brownian diffusion model is the most widely used.
This type of rotational diffusion is completely analogous to the one-dimensional ran-
dom walk used to describe translational diffusion in standard physical chemistry
texts, with the difference that the steps are described in terms of a small rotational
step 60 that can occur in either the positive or negative direction. In three dimensions,
rotations about each of three principal axes of the nitroxide must be taken into
account. A diffusion constant may be defined for each of these rotations motions, in
a way that is completely analogous to the definition of translational diffusion con-
stant for the one-dimensional random walk.

The orientations of the principal diffusion axes Xg, ygr, Zg depend critically on the
hydrodynamic properties and geometry of the spin label as well as its attachment to
the polymer backbone. The rotational diffusion constants R,, Ry, and R, associated
with each axis are in general different from each other; however, nitroxides that are
covalently tethered to a polymer backbone generally exhibit a principal rotation axis,
around which the probe rotation is significantly faster than for any other axis. This
principal direction is assigned to be the zg axis and its orientation is typically deter-
mined by the tether bonds of the nitroxide to the polymer backbone.

In cases where the overall rotation of a polymer molecule may be neglected
because of its size, the combined motion of the spin label and local polymer chain
segment may be approximated using a single rotational diffusion tensor.'”?° This
approximation assumes that the local polymer chain segment has an isotropic rota-
tional diffusion coefficient Rg and the spin label rotates with diffusion coefficient Ry
around the tether by which it is attached to the polymer. In this case, the rotational
diffusion tensor will have axial symmetry, with R} = Rgand R, = Rg + R;.

The EPRLL programs also allow for non-Brownian rotational diffusion, which
implies a discrete, step motion of the spin probe. Two limiting models are available:
(1) jump diffusion, and (2) approximate free diffusion. In currently available imple-
mentations of the SLE line shape calculation, non-Brownian models may not be
used with an orienting potential, and only with the assumption of an axially sym-
metric diffusion tensor. For these reasons, and since Brownian motion is usually an
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excellent approximation for large molecular systems, such models are only rarely
applied in the analysis of spin-labeled polymers.

In addition to the rotational diffusion constants Ry = R, and R, = R, = R,,
non-Brownian diffusion around each axis is specified using the model parameters,
P, =Ryt and P, = R 1|, where 7, and 7, are the non-Brownian residence times.
The physical interpretation of the residence time for a given axis depends on the spe-
cific model used. In jump diffusion, the molecule remains stationary for an average
time T after which it jumps to a new orientation, specified by an angle of rotation
about the specified axis. The root-mean-square reorientation angle (in rad) is given
by the formula 6,,, = (6% = 6R;T;, where i specifies the axis perpendicular or paral-
lel to zz. In the approximate free diffusion model, the molecule rotates freely about
axis i with a rotational rate R;, but instantaneously reorients at an average interval T,
after which it continues its free rotation. Like all of the other dynamic parameters in
the EPRLL family programs, the non-Brownian residence time products are speci-
fied on the log scale.

In addition to the rotational diffusion models mentioned above, it is possible to
account approximately for the effects of isotropic Heisenberg spin exchange between
probe molecules with a rate specified by mgg (in units of rad s™!). This parameter may
become important in microscopically heterogeneous polymers, where aggregation of
the spin probes is possible, and it has been applied to account for spin—spin interac-
tions of spin labels adsorbed to the surfaces of zeolites.?!?? In its original implemen-
tation, mgg was used to simulate the line broadening of the fast-motional spectrum
that occurs at high-spin probe concentrations, reflecting the encounter rate between
spin-bearing molecules. However, the most recent program modification allows
exchange to take place between spin labels of arbitrary orientation.!'*

2.3. Orientational Ordering in Spin-Labeled Polymers

The EPRLL programs include a mechanism to describe the tendency of a spin label
or spin probe to become partially ordered within its local environment, a situation
that is encountered frequently in spin-labeled polymers. Probe ordering is character-
ized through the use of an orienting potential that governs the tendency of the spin
probe to align relative to the polymer molecule. It may also be regarded as imposing
constraints upon the spin-label motion, so that the probe samples only a restricted
range of orientations as it moves.

The orienting potential was originally intended for use with materials, such as lig-
uid crystals and membranes, where the molecules align with a macroscopic direction
called the director. In polymer systems, the director is usually defined microscopi-
cally, reflecting the fact that local structural features, such as the polymer backbone
or microscopic crystalline or liquid-crystalline domains of the polymer, influence the
label alignment.

Figure 7 illustrates one way in which the local director may be defined in spin-
labeled polymer systems. As the spin label moves relative to the polymer, its diffu-
sion axes trace trajectories in a reference frame that is fixed relative to the polymer.
The orientation trajectory may be regarded as a path traced by the vector on the
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As the spin label moves Thg director axis z, may be
relative to the polymer, defined as the average orientation
its diffusion axes trace of the diffusion zg axis zj, is fixed
out trajectories in the relative to the polymer frame.

polymer frame @

Viewed in the label frame,
z;, traces out a trajectory.
The orienting potential
specifies the orientation
distribution of z in the
label frame.

Fig. 7. Definition of the local director axis in spin-labeled polymer systems.

surface of a sphere. The director axis zp may be defined as the average orientation
of the diffusion zg axis over the course of its motion. The zp vector is thus fixed
relative to the polymer frame. However, viewed in the spin-label frame, zp traces a
trajectory. The orienting potential specifies the orientation distribution of zp, in the
rotational diffusion frame.

The orienting potential is expressed as a function of the polar angles (6,0) of the
director in the rotational diffusion axis frame. It is most conveniently included in the
SLE equation by expanding it in a series of spherical harmonic functions .!D as
follows:

UQ) = = crxDk0,0) = = c1x| Dok (8,0) + Di_x(0,0)] ®)
LK LK

Each functlon JDK is a symmetric combination of generalized spherical harmonic
functions DOK(Q) where Q is the set of Euler angles that specifies the orientation of
the director with respect to the label frame. The symmetrical comb1nat10n of spher-
ical harmonics with +K and —K indices ensures that each of the DOK(Q) functions
(and thus the potential U) is real valued.

The EPRLL-family programs include additional restrictions on the terms in Eq. 2.
The summation is restricted to even values of L and K that are = 4. Thus, there are
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only five terms in the potential, represented by the coefficients ¢y , 2, Cag, C42, and
c44- These restrictions are equivalent to two assumptions about the ordering poten-
tial: first, that the orienting potential has at least twofold symmetry, and second, that
the principal ordering axes of the nitroxide are identical to the principal diffusion
axes. The observables obtained by least-squares analysis of the ESR spectrum are the
coefficients ¢y g, which are expressed as energy in units of k7.

The observable effect of an orienting potential upon the ESR spectrum is the
anisotropic distribution of orientations produced by the potential. The equilibrium
distribution of orientations obeys the Boltzmann relation,

POy = P [—UQ) /KT ] 3
Lexp [—U(Q) / kT 1dQ

where P is the probability of finding the director axis zp with polar angles in the dif-
fusion frame between (0,¢) and (0 + d6, ¢ + do).

One may obtain some idea about the shapes of the orienting potentials produced by
each term in Eq. (2 by recognizing their equivalence with the more familiar shapes of
atomic orbitals, which are also based on spherical harmonics. For example, the
L =2, K = 0 function is similar to the d? orbital, with a positive lobe along the +z
direction and a negative lobe in the xy plane, perpendicular to z. Likewise, the L = 2,
K = 2 corresponds to the d ,2_,2 orbital. Each of the possible terms in the orienting
potential function is given with its explicit functional form and the related atomic
orbital designation in Table 2. The corresponding population distributions P(0,¢) for
each function are displayed in Fig. 8. Two columns are shown for the two possible
signs of the coefficient for each function in order to emphasize the regions for which
the function is positive or negative. Figure 8 makes apparent that the orienting poten-
tial and related population distribution function refer to the distribution of the director
in the label diffusion frame. For example, the L = 2, K = 0 function has a positive
lobe along the zy axis and a negative lobe or ring in the Xg - y plane. Thus, a potential

TABLE 2. Terms in the Energy Potential Used to Describe Spin Label Orientation

Term Functional Form Analogous Atomic Orbital
JDé(G ) %(3(:0529 -1 dz

0@5(9 ) \/%» sin’Q cos2¢ de_y

:og(e ) % [(3500529 —30)cos20 +3] 8z

JD;(G ) \/g sin%0 (7cos’0 — 1)cos2¢ 820

35 .
g):(e ) / 5 sin*@cosdd 8y
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Fig. 8. Population distributions P(8,9) calculated for each of the functions used in the orient-
ing potential expansion given in Table 2.

with a positive ¢, coefficient will have a minimum for 6 = 0 (i.e., along the zy axis)
by virtue of the negative sign in Eq. 2. In turn, this will produce a maximum in the ori-
entation population distribution at this orientation according to the Boltzmann relation
in Eq. 3, as shown in the top plot on the left-hand side of Fig. 8. In contrast, a negative
¢ will produce a minimum in the potential at 6 = 90°, leading to a maximum in the
director orientation distribution in the Xy - yr plane, as shown in the top plot on the
right-hand of Fig. 8. By analogy, the L = 2, K = 2 function has positive lobes along
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the xp axis and negative lobes along the yy axis, so that a positive c,, coefficient pro-
duces director orientations distributed along xi and a negative c,, produces orienta-
tions along y (cf. plots second from the top in Fig. 8). Similar arguments apply to the
higher order functions shown in the figure.

In practice, satisfactory fits to experimental ESR spectra at 9 GHz can usually be
obtained by varying only the ¢,y and c,, coefficients. However, higher frequencies
afford greater orientational resolution, so that higher order terms in the potential are
often required to achieve satisfactory fits to high-frequency spectra. Even within the
limitations placed on the orienting potential function expansion, the distributions in
Fig. 8 make clear that rather complex orientation distributions can be reproduced by
an appropriate combination of potential coefficients. Figure 9 illustrates two of the
more commonly encountered distribution shapes that reflect potentials with signifi-
cant contributions from at least two of the functions given in Table 2.

The first commonly encountered distribution is an “elongated spot” shown along
the top of Fig. 9, which arises from combinations of the ¢,y and ¢, coefficients. This
type of distribution is observed when the probe experiences different degrees of ori-
entation around different axes, as depicted schematically in the cartoon in Fig. 10a.
Assuming that z is the ordering axis as shown in Fig. 9, the direction of the elongation

(a) 022 =+2.0 022 =-2.0

v
Cyo=+2.0 *
X

(b)

Y

Fig. 9. Two commonly encountered shapes of director axis distributions relative to the nitrox-
ide frame, given by potentials with significant contributions from at least two of the functions
given in Table 2. (a) Elongated spot given by different combinations of the ¢, and ¢,, coeffi-
cients; note that the orientation of the long axis of the spot depends on the sign of ¢»,. (b) Cone
distributions given by different combinations of the ¢,y and ¢4 coefficients, with ¢4y < 0. The
angle of the cone is determined by the ratio c4g / ¢y.
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Fig. 10. Cartoons depicting situations in which a spin-labeled polymer may yield the types of
local director distribution shapes shown in Fig. 9. (a) Director perpendicular to polymer chain
direction, determined by interactions between spin-label and liquid-crystalline side chains.
Different ordering around two axes leads to the elongated distributions shown at the top of
Fig. 9b Director parallel to main-chain direction, with spin label held at a fixed angle with
respect to the chain, leading to the conical distributions shown at the bottom of Fig. 9.

is determined by the sign of ¢,,: for positive cy,, the spot is elongated in the xz plane,
and for negative c»,, it is elongated in the yz plane. Appropriate combinations of ¢,
and ¢y, can be used to produce the same distribution with x or y as the ordering axis.
Barnes and Freed have given a useful set of relations that can be used to accomplish
these transformations.?

A second commonly encountered distribution is the cone distribution illustrated
along the bottom of Fig. 9, and in Fig. 10b. This type of distribution is produced by
a combination of the ¢, and c4q coefficients, with ¢4 < 0. The half-angle of the cone
is determined by the ratio of ¢, and c,4q as follows:

o (3 _ 6w
08 Bone = <7 - g C40> 4

Although ¢4 must be negative to obtain a conical distribution, ¢, is positive for
Ocone < 49.1°, and negative for 0.,,. > 49.1°. Any half-angle between 0 and 90° can
be modeled in this way, which enables one to model most situations of practical
interest in spin-labeled polymers.

In the presence of an orienting potential, another model for spin-label diffu-
sion that is available from the EPRLL family programs is the “anisotropic vis-
cosity” model, originally described by Polnaszek et al.?* The anisotropic
viscosity model is primarily used for macroscopically ordered fluids such as
membranes and liquid crystals and its applicability to spin-labeled polymer sys-
tems is limited to cases where the polymer may be aligned macroscopically to a
relatively high degree of order. The dynamic model that is most commonly
applied to polymers in the presence of a local orienting potential is some form of
the microscopic order—macroscopic disorder (MOMD) model described in
Section 2.4.
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2.4. The Microscopic Order—Macroscopic Disorder Model

In most cases, the local directors in a polymer sample are not aligned with each other,
and therefore cannot be aligned with a macroscopic direction. That is, the polymer
sample consists of locally ordered domains that are randomly oriented with respect to
the laboratory frame as illustrated schematically in Fig. 11. The model describing this
situation is known as the MOMD model. As originally described for spin-labeled bio-
logical membranes and proteins,? the model assumes that the spin probe undergoes
microscopic molecular ordering with respect to a local director; however, the local
directors in the sample are randomly oriented and rigidly fixed with respect to the lab-
oratory frame. This situation is realized in many types of polymers with crystalline or
liquid-crystalline phases, and may also apply to spin labels where the local dynamics
is constrained by the tether bond or by interaction with polymer side chains.

The approach to calculating a MOMD spectrum using the EPRLL programs is
straightforward: The spectrum must be integrated over the distribution of local direc-
tor orientations ‘. Figure 12 shows the component spectra corresponding to selected
tilt angles that are integrated to give MOMD spectra at both 9 and 94 GHz. In the cal-
culation program, a MOMD spectrum is specified simply by setting the number of
tilt angles orientations, n.,. It is important to allow enough tilt angles to ensure
proper sampling of director orientations and convergence of the MOMD spectrum.
At 9-GHz frequencies, between 10 and 30 orientations are generally needed, with a

Zp

Zc

Xc Yc

Fig. 11. A representation of a MOMD sample showing local ordering of microdomains with
directors zp (heavy arrows), but macroscopic disorder due to the random orientations of the
microdomains in a three-dimensional disordered ‘mosaic’. The applied magnetic field B,
points along the laboratory z axis. The upper left shows the axis system defined for the case of
a slowly relaxing local structure. Motion of the microdomains is defined relative to the “cage”
system X, Yc, Zc, and B, is the tilt angle between the principal cage diffusion axis zc and the
local director zp,.
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Fig. 12. Components of a MOMD ESR spectrum of a nitroxide spin label, showing the indi-
vidual spectra from domains with different tilt angles, and integrated MOMD spectrum at the
bottom, for 9 GHz (left-hand side) and 94 GHz (right-hand side).

greater number of orientations required when the line width for a single orientation
is small. More orientations are also required at higher frequencies, where the orien-
tation resolution is greater.

The EPRLL family programs also admit a “partial MOMD” model described by
Barnes and Freed.?? This model includes microscopic ordering with respect to a local
director just as in the MOMD model; however, the directors are assumed to be par-
tially ordered with respect to a macroscopic ordering axis. The tilt angle ¥ in this
case refers to the angle between the spectrometer field and the macroscopic ordering
direction. The macroscopic ordering is described by a potential that is analogous to
the microscopic spin-label ordering potential; however, it only includes the L = 2,
K = 0 term with coefficient b,,. Although the partial MOMD model was originally
conceived to treat partially ordered membrane dispersions, it should be applicable to
such systems as spin-labeled polymer fibers that are partially aligned with a macro-
scopic direction.

The dynamic parameters for the EPRLL program are summarized and defined in
Table 3.

2.5. Slowly Relaxing Local Structure Model

A more general dynamic model permits motion of the potential-defining environ-
ment on the ESR time scale, as might occur in a slowly tumbling spin-labeled poly-
mer. In such a system, the ordering potential is considered to define the constrained
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TABLE 3. Dynamic Parameters of EPRLL Programs

Symbol Name Description

ops Bos Yo alphad, betad, gammad Diffusion tilt angles in degrees

€205 €225 C40» c20, c22, c40, c42, c44 Orienting potential coefficients

C42> Ca4s in units of kT

by b20 Director orienting potential
coefficient for L=2, K=0 in
units of kT’

Wy 0ss Log;, of Heisenberg spin

exchange rate in sec™!

P, B pmxy, pml Model parameter for
non-Brownian motion around z
axis

b4 psi Director tilt angle in degrees

RR, R, IX, Iy, Iz Cartesian (and spherical)

RN, Ny rbar, n, nxy components of the rotational
diffusion tensor (log;q of
diffusion constant in s~ ")

I%”, I%L djf, djfprp Anisotropic viscosity rotational

diffusion rate constants parallel
and perpendicular to director

environment of the tethered spin probe. This constrained environment slowly reori-
ents with respect to the laboratory frame as the polymer tumbles in solution, provid-
ing the coupling to the over-all, or global, diffusion.

The slowly relaxing local structure (SRLS) model describes this type of compos-
ite dynamics using only a few modes of diffusion. The main justification for this
simplification is the limited resolution of the observed ESR line shapes. In the SRLS
model, the spin probe is assumed to be reorienting in a local environment that is
relaxing on a longer time scale. In applications to macromolecular systems, the faster
motion describes the internal dynamics, while the slower motions account for the
global rotation of the macromolecule.

It is important to note that the SRLS model contains the MOMD model as a lim-
iting case, namely, the rigid limit for the slower global motion. Another significant
limiting case occurs when the internal dynamics is in the fast-motion limit, called fast
internal motion (FIM) model. In the FIM model, the internal dynamics lead to a par-
tial averaging of the magnetic tensors, which is quantified by an effective-order
parameter. The rotational diffusion tensor then describes the global motion.?

The general SRLS model requires a number of additional parameters to describe
the global diffusion modes.?”~?° Three rotational diffusion constants, RS, R)(,), and R(z)
are used to characterize the reorientation of the SRLS cage. They are expressed on the
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log, scale, and may be expressed as the pseudo-spherical components RO, N° and N fy
by analogy with the probe diffusion parameters described above. Finally, the general
SRLS model includes a tilt angle [3,, between the principal cage diffusion axis zc and
the local director zp. The SRLS dynamic parameters are summarized in Table 4.

Often, a simplified SRLS model is sufficient to describe experimental data. Most
commonly, only one additional dynamical parameter, R , is needed to describe the
cage diffusion. Also, the mean-field cage potential can often be approximated with
cylindrical symmetry, so that only the L = 2 parameters need be retained in the cage
orienting potential.

Although the SRLS model has not yet been extensively applied to spin-labeled
polymer systems, there are a number of studies on model and biological systems that
illustrate its potential utility in this application. SRLS is needed in cases where both
the local and global dynamics induce significant averaging of the spectrum. For exam-
ple, time scales typical of global macromolecular modes of motion generally fall
within the slow-motion regime near ESR frequencies of 9 GHz; thus, it is important to
account for both the global and local dynamics at this frequency. In contrast, the
global modes of motion are often in the rigid limit at high ESR frequencies. Thus it is
possible to determine local dynamic parameters using the MOMD model at high fre-
quency, then fix these parameters in a constrained SRLS analysis of 9-GHz spectra to
characterize the global dynamics. The work of Liang and Freed, who derived the
MOMD limit from the more general SRLS model,?® validated this general approach.

The SRLS mechanism has been invoked to explain the segmental rotational
dynamics of spin-labeled polystyrene in toluene solution.?’ This study provides an
example of a system in which the dynamic cage is defined by constrained diffusion
of the spin label attached to a polymer. The SRLS model is appropriate to analyze
these spectra, since the local ordering environment is coupled to the global tumbling
modes of the polymer. Moreover, the high (250-GHz) frequency ESR spectra of this

TABLE 4. SRLS Parameters of ESR Line Shape Programs

Symbol Name Description
Ay, Ay, 4o, a20, a22, a40, Coefficients of coupling
Ay Agy ad2, ad4 potential between SRLS cage
and spin probe in units of kT’
b19, bag b10, b20 Coefficients of orienting potential for
SRLS cage in units of kT’
RS RS R, ro0x, ry, r0z Cartesian (and spherical) components of the
R°, N° N,° rObar, n0, n0xy rotational diffusion tensor for the SRLS

cage (log,, of diffusion constant ins™')

Bag bag Cage tilt angle between the SRLS cage
principal diffusion axis and the SRLS cage
director
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system are not sensitive to the global tumbling modes of the polymer, as they are too
slow on the 250-GHz ESR time scale.

3. OTHER STOCHASTIC LIOUVILLE CALCULATION PARAMETERS

This section describes a number of input parameters used to control the stochastic
Liouville calculation itself, the most notable of which are the parameters that specify
the basis set used to carry out the calculation.

3.1. Basis Set for the Stochastic Liouville Calculation

The solution of the SLE may be expressed as the following matrix equation:
I(A®) = (v|[[(=iL+D)+1Aw] ~'|v)) )

in which 7 is the intensity of the spectrum, ® is the frequency, L is the Liouville
superoperator that governs the quantum mechanical evolution of the electron and
nuclear spins, I' is the stochastic superoperator that governs the spin probe motion, I
is the unit matrix, and v is a vector that projects out the observable magnetization and
equilibrium orientation distribution of the probe. Although we will not go into the
details of this calculation, it is necessary to understand a few important features of
Eq. 5 in order to apply it to ESR line shape analysis.

The most important feature of the matrices and vectors in Eq. 5 is that they are
constructed in a vector space, or basis set, that consist of the direct product of gener-
alized spherical harmonic functions representing the rotational degrees of freedom of
the probe, and spin functions that represent its spin degrees of freedom. Proper spec-
ification of the basis set is therefore an important requirement for accurate calcula-
tion of the slow-motional spectrum.

Each basis function in the EPRLL program is specified by five quantum num-
bers: L, K, M, p;, g1, with L, K, and M specifying the generalized spherical har-
monic function, and the transition indices py and gy specifying the spin functions.
Note here that p; and g; refer only to nuclear spin states. In the general formula-
tion of the SLE, it would also be necessary to include the indices pg and gg for the
electronic spin states; however, the EPRLL programs make use of the high-field
approximation, which implicitly restricts the calculation to the pg =1, g3 = 0
subspace.'® The basis set indices and the physical quantities they represent are
summarized in Table 5.

We briefly mention that, for the SRLS model described above, up to three addi-
tional basis indices are needed to represent motion of the solvent cage, namely, LC,
K€, and MC. These indices are specified by truncation parameters and have the same
general physical meaning (in the context of cage diffusion) as the L, K, and M indices
in Table 5. The different approaches to optimizing basis sets described in Sections
3.2 and 3.3 also apply to the cage indices; however, for the sake of simplicity, the
SRLS model in these sections will not be considered.
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TABLE 5. Basis Set Indices and Their Physical Interpretations

Index Physical Interpretation Range

L Quantum number for total rotational (0 to Lepmay)
angular momentum

K Quantum number for projection of rotational
angular momentum on laboratory Z axis (-Lto L)
M Quantum number for projection of rotational
angular momentum on molecular Z axis (-Lto L)
Pr Nuclear spin transition index: net change in
Z projection of nuclear magnetic moment (21 to 21)
qi Nuclear spin transition index: total number of
nuclear spin quanta involved in a transition (Ipyl =21 to 21 —Ipyl)

3.2. Basis Set Symmetrization

The full basis set of basis functions used in the SLE calculation includes both pos-
itive and negative K and M indices. However, the entire range of indices is
required only in the general case; in many cases of interest, it is possible to reduce
the number of K and M values in the basis set. This reduction is accomplished by
two so-called “symmetrization” transformations called the K and M symmetriza-
tions. To illustrate what this means, the K-symmetrized basis set is constructed by
taking symmetric and antisymmetric combinations of basis functions with the
same absolute value of K. That is, each pair of functions |L, K, M, pl, q’ > and
L,—K, M, p’ , q’ > in the original basis are used to form two new functions propor-
tional to (|L, K, M, p, ¢') + |L, K, M, p, ¢')). The new functions are specified by
their (non-negative) K index and a symmetry index jX, which is +1 for the sym-
metric and —1 for the antisymmetric combination. The M symmetrization is sim-
ilar, although this transformation also includes specific combinations of spin
transition indices.'*!4

Although the K and M indices are always non-negative in the symmetrized basis,
the EPRLL programs accept negative values for the K and M truncation indices,
using the convention that negative K or M values specify jX or M = —1. Many typ-
ical SLE calculations do not require basis functions with jX or /¥ = —1. The special
circumstances requiring use of negative K and M indices are discussed below.

3.3. Basis Set Truncation Parameters

For any of the basic EPRLL-family programs, it is necessary to specify the range of
basis set indices that will be used to construct the SLE matrix equation. This is done
via the five truncation parameters, Loy, Lomxs Kix» M and p'.y, which specify the
maximum values that may be assumed by each quantum number in the basis. Separate
maxima are specified for even and odd L values, and no truncation parameter is
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needed for the g; index. In cases where negative K and M indices are required, two
additional truncation parameters are also used: K, and M.

In general, higher truncation values are needed to represent slower motions. This
may be understood by the following analogy. A rigid limit ESR spectrum is calcu-
lated by averaging the spectrum over all possible orientations of the paramagnetic
species relative to the spectrometer field. It is therefore necessary to sample the ori-
entations with sufficient resolution to achieve a smooth line shape; an insufficient
number of orientations produces “ripples” in the line shape. By analogy, higher L, K,
and M indices correspond to sampling of a larger number of orientations. Thus, if the
truncation indices used for a given slow-motional calculation are not large enough,
“ripples” appear in the calculated slow-motional spectrum, as shown in Fig. 13.

Since the matrix size, and thus the processor time, for a given calculation increase
geometrically with the truncation indices, calculations can quickly become quite
time-consuming as the basis set is increased. Thus, it is desirable to optimize the
basis by finding the smallest set necessary for acceptable convergence of the calcu-
lated spectrum, particularly for MOMD spectra. When the truncation parameters are
all set to their respective acceptable minima, the corresponding list of basis elements
is referred to as the minimum truncation set (MTS), and the truncation parameters are
called the MTS parameters.

Lemx

12

14

1 1 1
3.33 33 3.34 3.3 3.35 33 3.36
Magnetic Field / T

Fig. 13. Effects of using an incomplete basis set on the calculated slow-motional 94 GHz ESR
spectrum of a nitroxide. The converged spectrum calculated with L., = 22 is shown at the
bottom, and by the dashed lines above. Spectra calculated with indicated maximum L-index
(Lemy) values are shown by dashed lines and compared with the converged spectrum. Note the
appearance of significant oscillations in the spectrum as L, decreases.
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3.4. Guidelines for Selecting Basis Set Truncation Parameters

This section gives some rules of thumb for selecting MTS parameters to optimize the
speed of a given slow-motional line shape calculation. They are intended as an
approximate guide rather than a definitive set of rules, since the MTS needed for each
problem may be slightly different. In general, the reader is recommended to use the
basis set “pruning” procedure described below if optimal calculation efficiency is
desired. With the availability of fast modern processors, it is often unnecessary to
optimize the basis set to the greatest possible extent. Particularly for applications in
least-squares fitting, it is desirable to balance computational efficiency with the
overhead of having to reoptimize the basis set when the model parameters change
significantly.

As mentioned in the last section, the L and K truncation parameters must in gen-
eral be increased as the motion slows. If the calculation involves an ordering poten-
tial with nonzero director tilt angles (including MOMD spectra), the M truncation
parameter must also be increased. Separate maxima are specified for even and odd L
values. The reason for this is that the number of odd L values required depends on the
symmetry of the system: in general, no odd L values are needed at all in the case of
axial symmetry, and higher odd values are required as systems deviate further from
axial symmetry.

The basic strategy recommended for obtaining appropriate MTS parameters is
therefore to start by determining L., according to the ESR frequency and antici-
pated minimum R, diffusion parameter. One may then set the remaining parameters
(Lomxs Ky, and M,,,) relative to the L.y, value. Figure 12 shows the L., value
obtained over a range of rotational rates for three different ESR frequencies using the
swept-fields conjugate gradient method introduced by Vasavada et al.** and described
below in the section on basis set pruning.

The curves shown in Fig. 14 were calculated from empirical expressions that can
be used to estimate the L, needed for a given calculation from the ESR frequency
and R, without performing a swept-fields calculation. Although an axial diffusion
tensor was assumed in deriving these expressions, the method may also be applied
when a rhombic (R, # Ry) diffusion tensor is anticipated, using the lesser of the quan-
tities R,, Ry.

The expressions used to calculate the curves shown in Fig. 14 are obtained as
follows. First, the value of log;y R, corresponding to the onset of the fast-motion
regime is approximated as log g R . = 8.40 + 0.00745v, where v is the frequency
in gigahertz (GHz). Above this value, L., = 2 is sufficient to calculate the spec-
trum. For lower values of R, the plotted curves are calculated for v =9, 94, and
140 using Eq. 6,

Lemx = A(V)<10g10RJ_,min_IOgIORJ_)2 +2 (6)

where A is a frequency-dependent constant given by 3.07 + 0.00679v (where v
again is in units of GHz). The parameter L., should be rounded to the next highest
even integer above the value returned by this equation.
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Fig. 14. The L., values required for convergence of the slow-motional ESR spectrum of a
nitroxide as a function of log;oR, at frequencies of ()9 GHz ((J) 94 GHz, and (A) 140
GHz. The L, values were obtained using the swept-fields calculation of Vasavada et al.>*
with a tolerance of 0.003. Solid lines show empirical functions used to estimate L., as
described in the text.

Once L., is determined, the appropriate values of L., and K, may be set rela-
tive to it. For most nitroxide spectra, L, = 0.7 L., (rounded to the next highest
odd integer) is sufficient, although this factor can be reduced somewhat at frequen-
cies at or < 9 GHz, where the spectrum is dominated by the nearly axial '*N hyper-
fine anisotropy. The ratio between K, and L., depends on the rotational anisotropy
parameter N. For an isotropic rotational diffusion tensor, it is generally sufficient to
take K;x=0.6 L.,; when N = 10 (log;o N = 1) one may generally use K,,=0.3
Ly and when N = 0.1 (log;g N < —1) it is necessary to use K,, = 0.9 L., in each
case rounding to the next highest even integer.

In the absence of an orienting potential, or for zero director tilt in the presence of
a potential, M,,,, may be taken equal to the p’,,, value. For MOMD calculations, it is
recommended simply to set M, equal to K.

The K., index should be set to zero unless either the o or the vy diffusion angle
is nonzero. For relatively small tilt angles, only small negative values of K, are
required; however, for angles approaching 45°, K, should be chosen equal to —K,,.
In this case, |K,,| and |K,,,| may be reduced by a factor of ~0.7 relative to the opti-
mal K, in the absence of tilt. If the tilt angles are to be varied in a least-squares pro-
cedure, however, it is best not to reduce the magnitude of K, and K.

The M,,, parameter should generally be set to zero unless there is a significant
nuclear Zeeman interaction present. Even in this case, only small negative values of
M, will be needed; however, since the optimal index should depend on the relative
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magnitudes of the nuclear Zeeman and nuclear hyperfine interactions, the most reli-
able way to set My, is to use the basis set pruning method described below.

The nuclear transition index p' varies from —pl,, to + pL .. It is recommended
always to set p’,, equal to twice the total nuclear spin (2I). Although the larger val-
ues of p' are not needed for the very fastest motions, calculations for nitroxides in this
motional regime are already rapid enough that eliminating unneeded p' values results
in very little savings in computation time.

3.5. Basis Set Pruning

Practical experience has shown that significant reduction of the basis set below that
specified by the MTS is possible. That is, not every member of a MTS is needed for
a given calculation. However, the pattern of omissions is rather irregular and can-
not easily be formulated as a simple set of rules. The alternate strategy imple-
mented in the EPRLL family of programs is simply to keep a list of all the
important basis indices using a strategy called “pruning”, which has been
described in detail.*°

To prune a basis set, one determines “weighting factors” for each vector in an
oversized basis set by finding the maximum of the projection of the basis vector on
the solution vector evaluated at a selection of fields across the spectrum. This is
done by rearranging Eq. 5 and solving the matrix equation JA®I + I'—iL)u) = |v)
using a given value of A® to obtain a solution vector |u). This calculation is
repeated for a number of Aw values that span the spectrum (typically = 20 at 9 GHz
and 40 at 94 GHz). This is referred to as the swept-field calculation in the original
literature about the EPRLL program.'®!! For MOMD calculations, it is necessary
to repeat the swept-field calculation at each of the director tilt angles used in the
calculation (rn,y).

Once the swept-field calculation is accomplished, the maximum projection of
each basis vector on the set of |u> vectors is tabulated, normalized, and stored in a
basis set file as a set of significance or weighting factors for each element of the basis
vector. The vectors in the starting basis set may be selected into a “pruned” set by
specifying a pruning tolerance. Only basis vectors with weighting factors larger than
the pruning tolerance are retained in a pruned basis set.

It is possible to “over-prune” the basis (i.e., to specify too large a pruning toler-
ance) to the point it works only for a very narrow range of physical parameters. The
symptoms of an insufficient basis set are often less apparent than in the case where
the truncation parameters are too small. Although pruning tolerances of up to 0.03
have been used,’ we recommend a more conservative value of 0.003 for general use.
This tolerance represents a reasonable compromise between computational effi-
ciency and flexibility. Even smaller tolerances may be required for the slowest
motions at high ESR frequencies. It is advisable to check the calculation by reducing
the pruning tolerance until the calculated line shape does not change significantly
with the tolerance. This can be accomplished by starting with an oversized basis set,
to avoid repeating an entire field-swept calculation for each relevant range of param-
eter values.
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TABLE 6. Control Parameters Used in EPRLL Programs

Symbol Name Description

By b0 Spectrometer field in gauss
cgtol Tolerance for conjugate gradient iterations
range Spectrum field range in gauss

v freq Spectrometer frequency in GHz

(] phase Phase of spectrum in degrees:

0° = absorption, 90 = dispersion

shiftr, shifti Real and imaginary parts of diagonal shift
term added to matrix in CG solution
ideriv Derivative mode (0 = absorption, 1 = 1st
derivative)
Pl ipnmx Maximum nuclear transition quantum

number in basis set (0 = ipnmx = in2)

Kinxs Kinn kmx, kmn Maximum and minimum K quantum
number in basis set (kmn = 0 < kmx < lemx)
Lemxs Lomx lemx, lomx Maximum even and odd L quantum
number used in basis set (0 < lomx < lemx )
my, my mprp, mpll Model flags for non-Brownian diffusion
perpendicular and parallel to diffusion z
(1=free, 2= jump diffusion)
M, M mmx, mmn Maximum and minimum M quantum
number in basis set (mmn < 0 < mmx < lemx)
ipdf Diffusion model (0 = Brownian;
1 = non-Brownian, 2 = anisotropic viscosity)
Nfeld nfield Number of field positions in spectrum
Mot nort Number of MOMD orientations
(0 for no MOMD)
Ngtep nstep Maximum number of conjugate gradient

steps allowed in tridiagonal matrix calculation

The control parameters used in the EPRLL programs are summarized and defined
in Table 6.

4. NONLINEAR LEAST-SQUARES ANALYSIS

The physical parameters in the models described above are most usually obtained
from experimental slow-motional ESR spectra using nonlinear least-squares (NLLS)
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analysis, in which a subset of m parameters is iteratively refined to minimize the
quantity

n

1
X = > i f(BiX)) ©)

n—m -«
i=1

where (B;,y;) are the experimental field and intensity values, fis the line shape func-
tion, and X is a vector of search parameters. Assuming that a global minimum in y? is
located at x = x" the parameter values in x" are taken to be the “solution”, that is, the
values given by the experimental spectrum.

A wide variety of methods are available to accomplish the minimization described
above.3! In all but the simplest cases, programs designed to carry out NLLS using the
SLE line shape calculation are computationally quite demanding, so it becomes
important to reduce the number of iterations during the fitting procedure as much as
possible, especially when fitting for many parameters. This can be achieved by using
a suitable fitting algorithm, as well as by gaining an understanding of the behavior of
the model itself and the correlations among the fitting parameters. We conclude by
briefly discussing the two most common approaches, which include (/) variants of
the basic Gauss—Newton method, including the Levenberg—Marquardt algorithm,'>
and (2) the Nelder—Mead, or “downhill simplex”, search.>33

The most widely distributed program for least-squares analysis is the NLSL pro-
gram distributed by the Freed group at Cornell, which is based on the
Levenberg—Marquardt method.'> This method is designed to provide quadratic con-
vergence from an arbitrary starting point to a minimum in 2. In principle, this should
be significantly faster than downhill search methods such as the Nelder—-Mead algo-
rithm.3' One potential drawback of Gauss—Newton methods is that they require esti-
mation of the Hessian, or curvature, matrix, that is, an m by m matrix of second
derivatives H;; = 9*(x?)/ 0x;0x;. This matrix is typically estimated by calculating the
first derivatives of > using the forward-difference approximation, which requires
m + 1 line shape calculations per iteration. The rapid convergence of Gauss—Newton
methods generally compensates for this computational burden, and they have the
additional advantage that parameter uncertainties may be estimated from the curva-
ture matrix. '3

However, a more serious difficulty with such methods is that accurate derivatives
require much closer convergence of the SLE calculation to the “true” spectrum. Basis
sets and tolerance parameters that lead to a satisfactory spectrum can still produce
unacceptable oscillations in the derivatives of that spectrum with respect to the cal-
culation parameters, significantly slowing convergence of the minimization. Our
own side-by-side comparison of the Levenberg—Marquardt and Nelder—Mead meth-
ods suggests that, although the downhill simplex algorithm requires more iterations
to locate the minimum, the minimization is often accomplished with a comparable
number of line shape calculations. Given that the Gauss—Newton method is more
computationally demanding for each line shape calculation, the Nelder—Mead search
may be a competitive alternative in many cases.

With the widespread use of commercially available computational software pack-
ages, it has become possible to adapt ESR line shape analysis to specific needs by
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simply interfacing it line shape calculation to the appropriate software. Several
groups currently use the LabView* program based on the EPRLL calculation that
was originated by the Hubbell group at UCLA.? Recently, a version of the EPRLL
program that is callable from a wide variety of computational packages, such as
Matlab,’® MathCad,>” and Mathematica,’® has been released (see the section
Appendix: Program Availability below). This capability should greatly facilitate the
adaptation of slow-motional line shape calculations to include new methods for fit-
ting multicomponent spectra,’>* obtaining global fits to multifrequency spectra,?® or
carrying out global fits including other types of physical measurements.*! Such flex-
ibility promises to significantly enhance the information obtainable from ESR spec-
tra of spin-labeled polymers in the future.
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APPENDIX: PROGRAM AVAILABILITY

The calculations described in this chapter refer specifically to the EPRLL programs
distributed by the Center for Advanced ESR Technology (ACERT). The ACERT
website has a number of useful programs available for FTP downloading in the direc-
tory ftp.ccmr.cornell.edu/pub/freed. This directory can be accessed by anonymous
FTP to ftp.ccmr.cornell.edu. Numerous research groups all over the world have
availed themselves of these programs. The programs source codes are stored in
uncompressed format and may be obtained by standard text (ASCII) ftp transfer. Tar
files are provided for compressed data transfer and contain all files in the specific
directories and subdirectories except the executables to save space. The available
software packages relevant to this chapter include the following:

PC: Contains the original pc version of the CW spectrum simulation programs
(Ref. 10).

PC.NEW: A new addition that contains a version of the EPRLL programs suit-
able for running on a pc with Windows 95. Only the source files that have been
changed from the EPRLL directory are included, plus the executables. See the
README file on that directory.

EPRLL: Contains the basic simulation program for CW spectrum calculation
including the program EPRBL used to determine the truncated basis sets.

NLSL: Contains the Windows-compatible least squares version of the above CW

program using Marquardt—Levenberg minimization. See the subdirectory
EXAMPLES for fitting examples to test (Ref. 15).
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MATLAB: Contains the EPRLL line shape calculation engine (a dynamic load
library, or DLL file) that is callable from MATLAB for use in customized least-
squares optimization.

NLSL.SRLS: Performs fitting for multi-frequency ESR spectra using the Slowly
Relaxing Local Structure (SRLS) model (Ref. 26).

Free use and distribution of these programs is permitted with suitable reference to
the original publication (see above) in any published work resulting from the use of
these programs or programs derived from them. The programs may be copied and
distributed, so long as: (1) due credit is given by retaining the comment lines at the
beginning of each source file in all copies; and (2) all copies must be distributed free
of charge.

Every effort has been made to ensure that these programs are correct and thor-
oughly tested. However, the programs are distributed “AS IS”, and all warranties,
whether expressed or implied, as to correctness or fitness for any specific purpose are
specifically disclaimed. In no event shall the authors be liable for any direct, conse-
quential or incidental damages arising from the use of these programs. The
READ.ME files are provided in each of the above directories giving further informa-
tion on their contents and usage. Please check the file CORRECTIONS in the direc-
tories for important information and code updates.

Another popular and widely available package that may be used to model and fit
ESR spectra of nitroxides in the slow-motional regime is EasySpin (S. Stoll and A.
Schweiger, “EasySpin, a comprehensive software package for spectral simulation
and analysis in EPR,” J. Magn. Reson., 178: 42-55, 2006, available at
http://www.easyspin.ethz.ch/). The programs also model spectra in the fast-motion and
rigid limits, and are based in the Matlab computational package, affording significant
graphical capabilities and ease of use. Compared to the EPRLL programs described in
this chapter, EasySpin has the additional capability to approximate the slow-motion
spectrum of a radical with multiple nuclei; however, the present version does not
include a local ordering potential.
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1. INTRODUCTION
“...breathtaking opportunities disguised as insoluble problems.”

—John W. Gardner*

The electron spin resonance ESR methods described in Chapters 1-3 can detect
and determine the presence and intensity of species containing unpaired electron
spins as average properties in whole samples. In some cases, however, the most

*J. W. Gardner (b 1912), Administrator, Secretary of Health, Education, and Welfare 1965-1968.

Advanced ESR Methods in Polymer Research, edited by Shulamith Schlick.
Copyright © 2006 John Wiley & Sons, Inc.
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important information is the distribution of paramagnetic species along one (1D),
two (2D), or three dimensions (3D) in the system studied. Examples include the
spatial distribution of defects produced by irradiation, formation of radicals in
polymers due to contact with oxygen at the sample edges, diffusion of paramag-
netic tracers along a sample length, and, in biological samples, the distribution of
nitroxides as probes during oxidative stress. This spatial information can be
obtained by ESR imaging (ESRI).

Electron spin resonance spectroscopy can be transformed into an imaging method,
ESRI, by measuring ESR spectra in the presence of magnetic field gradients. The gra-
dients allow the encoding of spatial information in the ESR spectra and the separation
of signals corresponding to different spatial elements. In this way, it is possible not only
to verify the existence of the paramagnetic species in a sample, but also “to tell exactly
where the signal came from”.! The ESRI methodology is similar to that of nuclear
magnetic resonance (NMR) imaging (NMRI, or magnetic resonance imaging, MRI).

The challenges in the application of the gradient approach to ESRI are numerous:
First, higher gradients are needed compared to NMRI, usually 100-1000 times
larger. Second, the ESR spectra are often complex, with multiple lines due to hyper-
fine interactions and g-value anisotropy; these signals complicate the imaging exper-
iments, but in most cases do not add additional information. Third, most systems do
not contain stable paramagnetic species on which imaging is based. The ESRI exper-
iments are usually performed on paramagnetic transition metal ions, radicals pro-
duced by irradiation, or stable nitroxide radicals as dopants; in some experiments,
triarylmethyl (‘trityl’) radicals are used as probes, because their ESR spectrum con-
sists of a single narrow line, typically = 50 mG in the absence of oxygen.

The feasibility of ESRI was first demonstrated in 1979 by Hoch and Day, who
described the distribution of color centers in natural diamonds.? The instrumentation,
software, and applications of ESRI have been described in a 1991 monograph® and were
updated in recent reviews.*® The early efforts described the type and stability of the gra-
dients necessary for specific ESRI experiments and the software necessary for image
reconstruction in spatial and spectral dimensions. These studies also investigated the fea-
sibility of ESRI experiments in a variety of “phantom” samples, and discussed and esti-
mated the spatial resolution. A phantom is a sample in which the distribution of
paramagnetic centers is known; this sample is used to check the ESRI hardware and soft-
ware.” The resolution in most ESRI experiments is of the order of 50100 um, but can
vary widely, depending on the ESR line shapes and line widths. Because of the short
relaxation of the electron spins, most ESRI experiments are performed in the continuous
wave (CW) mode, unlike MRI, which is used in the pulsed mode. In vivo studies are usu-
ally performed at lower frequencies, typically < 2 GHz, which can accommodate large
samples with high water content. Most experiments in materials science are performed at
X band, =9 GHz. In the imaging experiments, gradients can be applied in the three spa-
tial dimensions, and a spectral dimension can be added by the method of stepped gradi-
ents. The widening scope of ESRI studies was highlighted at the 2004 ESR Symposium
in Denver,'” with focus on spatially resolved degradation and software development for
applications to polymers, and in vivo studies at 300 and 700 MHz for the detection of
local oxygen profiles and the study of radical involvement in oxidative diseases.
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Recent advances in the ESRI field, for example, the choice of pulsed versus CW
experiments, combined ESR and NMR imaging, progress in resonators, and applica-
tions in various disciplines have been described in detail.>® The focus of this chapter
is on ESRI experiments and applications that have been used for, and are relevant to,
polymeric systems. Some of the experimental details reflect the imaging system in
our laboratory. Section 2 describes 1D spatial and 2D spectral-spatial ESRI experi-
ments. A brief review of ESRI applications to solving important problems in poly-
meric systems is given in Section 3. This chapter concludes with an evaluation of
ESRI methods and prospects for further applications.

2. ESR IMAGING: HARDWARE, DATA ACQUISITION, AND SOFTWARE

2.1. ESR Spectra in the Presence of Magnetic Field Gradients

In ESR imaging experiments, the microwave power is absorbed by the unpaired elec-
trons located at point x, when the resonance condition, Eq. 1, is fulfilled.

V=1(8gPB./h) Bres + xG)) (1

In Eq. 1, v is the microwave frequency, g is the spectroscopic g-factor for the elec-
tron, B, is the Bohr magneton, % is the Planck constant, and G, is the linear magnetic
field gradient (in Gem ™ ') at x. As in NMR imaging, the field gradients produce a cor-
respondence between the spin location and the resonant magnetic field, B,. If the
sample consists of two point samples, for example, the distance between the samples
along the gradient direction can be deduced if the field gradient is known. As an
example, we present in Fig. 1 ESR spectra of a “phantom” consisting of two specks
of the radical 2,2-diphenyl-1-picrylhydrazyl (DPPH) separated vertically by 1 cm
inside a capillary placed in the ESR resonator. One signal only is detected for zero
gradient, and two signals in the presence of the gradient, with a separation in gauss
that increases with increasing gradient. The two signals have different heights
because of different DPPH speck sizes.

The effect of the gradient on the ESR spectrum of a nitroxide radical is seen in
Fig. 2, for a phantom consisting of two capillary tubes containing a solution of 2,2,6,6-
tetramethyl-1-piperidinyloxyl (TEMPO) in benzene and separated by 3 mm. The top,
spectrum (a), is the regular ESR spectrum (gradient-off). Spectrum (b) is the 1D image
(gradient-on), using a gradient of 100 G cm™! in the z direction, parallel to the static
(Zeeman) magnetic field. The spatial distribution of the radicals is shown in (c), and is
deduced from the two spectra, the 1D image and the gradient-off spectrum, and allows
the calculation of the distance between the capillaries in the phantom.!!

The spatial resolution is an important parameter in imaging, and can be defined in
various ways, as discussed recently in Ref. 12; the resolution depends on the line
width and line shape. Most commonly, the resolution is expressed as the ratio of the
line width to the field gradient, AH/G; this definition implies that two signals sepa-
rated by one line width due to the field gradient can be resolved.
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Fig. 1. The ESR spectra in the absence (top) and in the presence of the indicated magnetic
field gradients. The sample consisted of two specks of DPPH at a distance of 1 cm in a capil-
lary placed along the vertical (y) direction in the resonator. The different heights of the signals
detected in the presence of gradients reflect the slightly different sizes of the DPPH specks.
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Fig. 2. One-dimensional ESRI at 298 K of a phantom consisting of two parallel capillary
tubes separated by 3 mm and filled with a solution of TEMPO in benzene. (a) X-band ESR
spectrum recorded in the absence, and (b) in the presence of the magnetic field gradient (100
G cm™ ). The radical distribution is shown in (c). (Redrawn from Ref. 9, with permission.)

2.2. Hardware for ESR Imaging

An ESR imaging system can be built with small modifications of commercial spec-
trometers: gradient coils fixed on the poles of the spectrometer magnet, regulated
direct current (dc) power supplies, and required computer connections. In most
systems, the software for image reconstruction in the spatial and spectral dimen-
sions must be developed on site. ESR imagers built by Bruker Biospin Co. have
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recently become available for selected applications, mostly in biological applications
of ESRL!?

Because the ESR spectrum is measured by scanning the Zeeman magnetic field,
which is in the z direction, the gradients coils must supply gradients dB,/x (along x),
OB,/dy (along y), or 8B,/6z (along z). For a cylindrical sample inserted in a rectangu-
lar resonator, the axis of the cylinder is along the y axis. Gradient coil arrangements
that supply gradients along z and y directions are shown in Fig. 3. The Helmholtz
coils in Fig. 3a consist of two coils with the current in opposite directions as indi-
cated, and supply a gradient in the z direction. The gradient obtained in the center of
symmetry depends on the number of turns in the coils, the diameter R, the distance
between the coils D, and the current /. The “figure eight” coil arrangement for the
cylindrical coils in Fig. 3b produces a gradient along the vertical, y, direction of the
sample; this is often the direction of choice for the gradient direction in 1D experi-
ments, because it is along the longest dimension that can be visualized in ESRI
experiments. The same figure eight coils can be wired to produce a gradient in the z
direction. The coils are cooled by water and protected by a temperature sensor that
interrupts the current when the temperature is above a set limit.

The two sets of coils, each consisting of a figure eight coil, are fixed on the poles
of the spectrometer magnet. Depending on the electrical wiring of the two sets, the
coils in our laboratory supply a maximum linear field gradient of = 320 G cm ™! in
the direction parallel to the external magnetic field (z axis), or = 250 G cm™ ! in the
vertical direction (along the long axis, y, of the microwave resonator), with a constant
control current of 20 Amperes applied to each power supply. The coils are positioned
so that the zero point of the gradient field coincides with the center of the resonator.

To calibrate the gradient and check its linearity, a sample consisting of two specks
of DPPH at a distance of 10 mm is used. A straight line obtained by plotting the

7~ COOLING WATER
v GRADIENT COIL

(a) (b)

Fig. 3. Gradient coils for the z direction, 0B,/dz (a) and the y direction, 8B,/8y (b). Here R is
the diameter of the coils and D is the distance between the coils.
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separation in gauss (as shown in Fig. 1 for selected gradients) as a function of the cur-
rent indicates the linearity of the gradient, as required. This calibration is repeated
regularly.

2.3. Intensity Profiling from 1D ESRI

In the general case, the sample contains a distribution of paramagnetic centers and
the ESR spectrum in the presence of the magnetic field gradient is a superposition of
signals from paramagnetic centers located at different positions. If the distribution is
along a given direction, the intensity profile can be obtained from 1D ESRI experi-
ments, with the magnetic field gradient along the direction of the distribution. The
two ESR spectra needed to deduce the profile are shown in Fig. 4: spectrum meas-
ured in the absence of magnetic field gradient, Fy(B), and the 1D image, F(B), meas-
ured in the presence of the gradient.

Mathematically, F(B) is a convolution of F(B) with the distribution function of
the paramagnetic centers, Eq. 2,

F(B) = f Fo(B — B*)C(B*)dB* Q)

where B* = By—xG, By = hv/gP,, and C(B¥) is the intensity distribution (profile) of
the paramagnetic centers along the gradient direction. It is essential to note that the
convolution expressed in Eq. 2 is correct only if the ESR line shape has no spatial
dependence. This requirement has dictated the conditions for data acquisition in the
1D ESRI study of degradation processes described in Chapter 9.'3

The profile can be obtained by deconvolution. Various optimization methods can
then be applied. The process starts by assuming an initial distribution, which can be
described by a set of parameters. Optimization methods use the convolution of this

Gradient
(G/em)

0

206
(b)

3250 3300 3350 3400
Magnetic Field / G

Fig. 4. The 1D ESRI at 340 K of a cylindrical sample (height = 3 mm, diameter = 4 mm) of
heterophasic propylene—ethylene copolymer (HPEC) containing a nitroxide derived from a
hindered amine stabilizer (HAS). X-band ESR spectrum recorded in the absence (a) and in the
presence of a vertical magnetic field gradient of 206 G cm™! (b).
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Fig. 5. Determination of concentration profiles in thermally treated HPEC containing a HAS-
derived nitroxide. (@) Concentration profile obtained by deconvolution followed by Monte
Carlo optimization (left), and 1D image and the residual to the fit (right). () Concentration
profile obtained by simulation of the 1D image on the right with the Genetic algorithm (left),
and the residual to the fit (right). The 1D image was obtained with a gradient of 200 G cm™!.

initial distribution function with the experimental spectrum in the absence of gradient in
order to calculate the 1D image. The deviation between the calculated and the experi-
mental spectra is then minimized by an optimization procedure. In our initial ESRI stud-
ies, the concentration profiles of the radicals were deduced by Fourier transform
followed by optimization with the Monte Carlo (MC) procedure.!!"'*!* The disadvan-
tage of this method is the high-frequency noise present in the optimized profiles. In more
recent publications, the intensity profile was fitted by analytical functions and convo-
luted with the ESR spectrum measured in the absence of the field gradient in order to
simulate the 1D image. The best fit was obtained by variation of the type and parameters
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Fig. 6. Sensitivity profile of the resonator in the y direction for short (3.20 mm) and long
(5.65 mm) samples.

of the analytical functions chosen (e.g. Gauss or Boltzmann functions) in order to obtain
good agreement with the 1D image, and selected by visual inspection.'>®

Lately, the genetic algorithm for minimization of the difference between simulated
and experimental 1D images was implemented; this procedure allowed the best fit to be
chosen automatically.!”!® A typical genetic algorithm (GA) is patterned after the
Darwinian principle of reproduction and survival: creation of the initial population, cal-
culation of the fit to experimental data, selection of the couples, crossover (reproduction),
and mutation. The approach and terminology are adopted from biology and resemble
fundamental steps in evolution. Profiles obtained by Monte Carlo optimization and the
GA algorithm are compared in Fig. 5.

The concentration profile obtained by the various methods must be corrected for
the sensitivity of the resonator in the direction of the gradient, as seen in Fig. 6 for
two lengths of cylindrical samples. This correction is usually necessary when the
dimension of the sample is >2 mm.

2.4. Line Shape Profiling from 2D Spectral-Spatial ESRI

These ESRI experiments provide the ESR spectrum as a function of a spatial coordi-
nate. The data collection consists of projections that examine an object viewed in the
H (spectral) and L (spatial) coordinates, as shown in Fig. 7. The angle o is between
the L coordinate and the direction of a given projection: spatial information only is
obtained when o = 0°, and spectral information only when o = 90°. The maximum
attainable o value in a given experiment, O.,,y, iS given in Eq. 3,

tan Oy = (L/AH) Gy 3)
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Fig. 7. Two-dimensional spectral-spatial ESRI images by a stepped gradient, and the cone of
missing angles.

where L is the sample length, AH is the spectral width, and G, is the maximum
gradient.

Each 2D image is reconstructed from a complete set of projections, collected as a
function of the magnetic field gradient, using a convoluted back-projection algo-
rithm.'®2° The number of points for each projection (512—1024) is kept constant. The
maximum sweep width is SW .. = \/2AH/cosocmaX. For a width AH = 65 G, which
is typical for the slow-motional spectral component of a nitroxide radical present in
irradiated polymers, a sample length of 4 mm, and a maximum field gradient of 250
G cm™ ! along the vertical axis, we obtain 0., = 60° and SW,,,, = 169 G. A com-
plete set of data for one image consists of 64-256 projections, taken for gradients
corresponding to equally spaced increments of o in the range 0—180°; of these pro-
jections, typically 41 or 43 (out of 64) are experimentally accessible, and the rest are
projections at missing angles (for o in the intervals 60 to 120°, as seen in Fig. 7. The
projections at the missing angles are often assumed to be the same as those at the
maximum experimentally accessible angle o, or determined by the projection
slice algorithm (PSA) with several iterations.'3~!8

3. ESRI METHODS APPLIED TO POLYMERIC SYSTEMS

The ability to perform ESRI is restricted to a small number of groups worldwide.
While most efforts are directed to the study of biological applications,?'~3 a small
number of studies on polymeric systems have appeared: Information on the spatial
distribution of paramagnetic molecules deduced from ESRI experiments has been
used successfully for measurement of the macroscopic translational diffusion.
Diffusion coefficients, D, of paramagnetic diffusants can be deduced from an analysis
of the time dependence of the concentration profiles along a selected axis of the
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sample. The determination of diffusion coefficients for spin probes in liquid crystals
and model membranes, and the effect of polymer polydispersity, have been described
in a series of papers by Freed and co-workers.2® In our laboratory, the diffusion coef-
ficients of paramagnetic guests in ion-containing polymers, polymer solutions, cross-
linked polymers swollen by solvents and self-assembled polymeric surfactants have
been determined by 1D ESRI.?’-32 These papers represent an effort to move beyond
phantoms, and to extract quantitative information from ESRI experiments. Moreover,
in some cases these experiments allow the comparison of macroscopic diffusion coef-
ficients in the presence of a concentration gradient (measured by ESRI) with the
microscopic diffusion coefficients (measured by pulsed field-gradient NMR).

Some of these studies have resulted in measurements of diffusion coefficients that
can be deduced only by ESRI. An example is the measurement of D at 300 K for nitrox-
ide probes that differ in their hydrophobicity, and were doped in the various phases
(micellar, hexagonal, lamellar, and reverse micellar) of the triblock copolymers
poly(ethylene oxide)-b-poly(propylene oxide)-b-poly(ethylene oxide), EO, PO,EO,,,
(commercial name Pluronics).*® The self-assembling is due to the different hydropho-
bicity of the two blocks, PEO and PPO, in water as solvent. Ionic, neutral, and
hydrophobic probes select specific sites in the self-assembled system, and these sites
are reflected in the rate of transport of the probes: in the value of D. The cationic probe
4-(N,N,N-trimethyl)ammonium-2,2,6,6-tetramethyl-piperidine-1-oxyl iodide (CAT1)
and the hydrophobic probe SDSE, the methyl ester of doxylstearic acid (5 indicates the
carbon atom to which the doxyl group is attached) exhibited a contrasting transport
behavior in aqueous solutions of Pluronic L64, EO3PO3;,EO,5: Although the molecu-
lar masses M are similar, 340 for CAT1 (213 for the cation), and 414 for 5DSE, the
corresponding D values at each polymer content are very different. The ratio
Decati/Dspsk 1s 35 in the micellar phase (polymer contents 20 and 35 % w/w), 11 in the
hexagonal phase (polymer content 50 % w/w), and 3.1 in the mixed L, (lamellar) and
L, (reverse micellar) phase (polymer content 80 % w/w). The diffusion coefficient of a
small neutral probe, perdeuterio-2,2',6,6'-tetramethyl-piperidone-N-oxide (PDTEM-
PONE, or PDT) that is located at the interface between water and the EO domains,
decreases with increase in the polymer content, but the decrease is more prominent for
polymer content in the range 10-30 % w/w. The range of D values measured in this
study was 1.0 X 107> cm?s ! = 1.00 X 10 7cm?s~!. These results have indicated that
ESRI is the method of choice for the determination of the diffusion coefficients for
guests present in low concentrations and located in various regions of self-assembled
systems; this conclusion is relevant for drug delivery systems.

Degradation processes can be studied by ESRI in polymers containing hindered
amine stabilizers (HAS); this approach was originally suggested by Ohno, who pre-
sented 2D spectral-spatial ESRI images of radicals in polypropylene (PP) containing
two different stabilizers, but no detailed analysis.** The method is based on the for-
mation of stable nitroxide radicals derived from HAS (termed HAS-NO) during
ultraviolet (UV) irradiation or thermal treatment. In these systems, the original role
of the nitroxides was to protect the polymer by scavenging reactive radicals produced
by exposure to environmental factors. The ESRI based on HAS-NO represents an
important step in the development of ESRI beyond phantoms, because the nitroxides
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are part of the system, and participate in, and reflect, on degradation processes.
Quantitative studies based on this approach followed: Lucarini et al.'3*3 deter-
mined the distribution of the nitroxide radicals in UV irradiated polypropylene (PP)
containing a hindered amine stabilizer (HAS) by 1D ESRI.

Ahn et al.*® deduced the concentration profile of heat-induced radicals in a poly-
imide resin. In vitro degradation of poly(ortho esters) containing 30 mol% lactic acid
has been studied by 1D and 2D spectral—spatial ESRI, based on pH-sensitive nitrox-
ide spin probes.’” Efforts to understand the failure of ultrahigh molecular weight
polyethylene (UHMWPE) in orthopedic components has been studied by spectral—
spatial ESRI in y-irradiated UHMWPE.*

3.1. Motivation of Our Studies

Recent advances in the understanding of degradation processes are anchored on the
finding that polymer degradation is often spatially heterogeneous. When the rate of
oxygen diffusion is not sufficient to supply all the oxygen that can be consumed, only
outside layers in contact with oxygen are degraded, whereas the sample interior is pro-
tected: this is the diffusion-limited oxidation (DLO) regime.***?> The DLO concept
implies that in order to understand degradation and predict lifetimes of polymeric
materials in different environments, it is necessary to develop profiling methods that
determine the variation of the extent of degradation within the sample depth.

The presence of oxygen is crucial for oxidative degradation of polymers. The
degradation depth, a, depends on the oxygen availability within sample depth, and is

expressed in Eq. 4,414
a= /kB @)

where D is the diffusion constant of oxygen in the polymer, and k. is the rate of oxy-
gen consumption in degradation processes. The degradation profile for two values of
a and a sample depth of 4 mm are shown in Fig. 8. For a degradation depth compa-
rable with the sample depth, @ = 3.5 mm in Fig. 8a, the degradation profile is essen-
tially homogeneous; this is the case of low k., low oxygen consumption, and low
degradation rates. For a degradation depth smaller than the sample depth, a = 0.5
mm in Fig. 8b, the degradation profile is heterogeneous; this is the DLO regime, with
high k., high oxygen consumption, and high degradation rates.

The ability to visualize degradation profiles and variation of degradation
processes within sample depth was the primary motivation for ESRI studies in our
laboratories. We have developed ESRI methods for the study of spatially resolved
degradation studies in heterophasic polymer systems containing HAS. The HAS-
derived nitroxides provide the contrast needed for the ESRI experiments; probe the
morphology of the system, in terms of glass transition characteristics and dynamics;
and reflect the degradation process. Once ESRI data are collected and transformed
into intensity profile (from 1D ESRI) and spectra as a function of sample depth (from
2D ESRI), the remaining challenge is to translate information extracted from ESRI
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(a)
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Fig. 8. Oxygen profile during degradation. (¢) Nearly homogeneous profile when the degra-
dation depth, a, is similar to sample depth. (b) Heterogeneous profile when the degradation
depth, a, is much smaller than the sample depth.

into details on degradation kinetics and mechanism. The nitroxide radicals reflect not
only the spatial extent of degradation, but also events that occur in different morpho-
logical domains: In recent studies of ABS polymers for example, 1D and 2D spec-
tral-spatial ESRI images have enabled the visualization of selective damage, along
the sample depth, in butadiene (B)-rich domains, compared to acrylonitrile/styrene
(SAN)-rich domains. Details on some of these studies will be described in Chapter 9.

ACKNOWLEDGMENTS

Electron spin resonance and ESRI studies at UDM are supported by the Polymers and
International Programs of NSF, by General Motors Fuel Cell Activities Program, and by
University Research Grants from The Ford Motor Company. The contributions of UDM



REFERENCES 97

faculty and graduate students P. Eagle, S.-C. Kweon, Z. Gao, J.G. Bokria, B. Varghese, and
W. Aris; postdocs and collaborators J. L. Gerlock, J. Pilar, A. Marek, K. Kruczala,
T. Spalek, Z. Sojka, and M.V. Motyakin have been essential for the development of the
ESRI methods in our laboratory.

REFERENCES

. Lauterbur, P. Nature (London) 1973, 242, 190.

2. Hoch, M.J.R.; Day, A.R. Solid State Commun. 1979, 30, 211.
3. EPR Imaging and in Vivo EPR; Eaton, G.R., Eaton, S.S., Ohno, K., Eds.; CRC Press:

11.
12.

13.

14.

15.
16.
17.
18.
19.
20.

Boca Raton, FL, 1991.

. Eaton, S.S.; Eaton, G.R. In Modern Pulsed and Continuous-Wave Electron Spin

Resonance; Kevan, L., Bowman, M.K., Eds.; Wiley-Interscience: New York, 1990;
pp- 405-435.

. Eaton, S.S.; Eaton, G.R. In Specialist Periodical Reports — Electron Paramagnetic

Resonance; Gilbert, B.C., Davies, M.J., Murphy, D.M., Eds.; Royal Society of
Chemistry: Cambridge, 1996; Vol. 15, pp. 169-185.

. Eaton, S.S.; Eaton, G.R. In Specialist Periodical Reports — Electron Paramagnetic

Resonance; Gilbert, B.C., Davies, M.J., Murphy, D.M., McLauchlan, K. A., Eds.; Royal
Society of Chemistry: Cambridge, 2000; Vol. 17, pp. 109-129.

. Lurie D.J. In Specialist Periodical Reports — Electron Paramagnetic Resonance; Gilbert,

B.C., Davies, M.J., Murphy, D.M., McLauchlan, K. A., Eds.; Royal Society of Chemistry:
Cambridge, 2002; Vol. 18, pp. 137-160.

. Motyakin, M.V.; Schlick, S. In Instrumental Methods in Electron Magnetic Resonance,

Biological Magnetic Resonance, Bender, C.J., Berliner, L.J., Eds.; Kluwer Academic/
Plenum Publishing Corporation: New York, 2004; pp. 349-384.

. Berliner, L.J.; Fujii, H. Science 1985, 227, 517.
10.

EPR Imaging Workshop, 27th International EPR Symposium, Denver, CO, 1-5 August
2004.

Lucarini, M.; Pedulli, G.F.; Motyakin, M.V.; Schlick, S. Prog. Polym. Sci. 2003, 28, 331.

Van Kienlin, M.; Pohmann, R. In Spatially Resolved Magnetic Resonance: Methods,
Materials, Medicine, Biology, Rheology, Ecology, Hardware; Bliimler, P., Bliimich, B.,
Botto, R., Fukushima, E., Eds.; Wiley-VCH: Weinheim, 1998; Chapt. 1, pp. 3-20.

(a) Motyakin, M.V.; Gerlock, J.L.; Schlick, S. Macromolecules 1999, 32, 5463. (b)
Motyakin, M.V.; Schlick, S. Macromolecules 2001, 34, 2854.

Schlick, S.; Kruczala, K.; Motyakin, M.V.; Gerlock, J.L.. Polym. Degrad. Stab. 2001,
73/3,471.

Motyakin, M. V.; Schlick, S. Polym. Degrad. Stab. 2002, 76, 25.

Motyakin, M. V.; Schlick, S. Macromolecules 2002, 35, 3984.

Kruczala, K.; Bokria, J.G.; Schlick, S. Macromolecules 2003, 36, 1909.
Kruczala, K.; Aris, W.; Schlick, S. Macromolecules 2005, 38, 6979.

Kweon, S.-C. M.Sc. Dissertation, University of Detroit Mercy, 1993.
Kruczala, K.; Motyakin, M.V.; Schlick, S. J. Phys. Chem. B 2000, 104, 3387.



98

21.

22.
23.

24.

25.
26.

27.

28.
29.

30.
31.
32.
33.

34.

35.
36.
37.

38.

39.
40.

41.

42.
43.

ESR IMAGING

Halpern, H.J.; Yu, C.; Peric, M.; Barth, E.; Grdina, D.J.; Teicher, B. Proc. Natl. Acad. Sci.
USA, 1994, 91, 13047.

Rosen, G.M.; Pou, S.; Halpern, H.J. Methods Mol. Biol. 1998, 108, 27.

Zweier, J.L.; Kuppusamy, P. In Spatially Resolved Magnetic Resonance: Methods,
Materials, Medicine, Biology, Rheology, Ecology, Hardware; Bliimler, P., Bliimich,
B., Botto, R., Fukushima, E., Eds.; Wiley-VCH: Weinheim, Germany, 1998; Chapt. 34,
pp. 373-388.

Halpern, H.J.; Chandramouli, G.V.R.; Barth, E.D.; Williams, B.B.; Galtsev, V.E. Curr.
Top. Biophys. 1999, 23, 5.

Mailer, C.; Robinson, B.H.; Halpern, H.J. Magn. Reson. Med. 2003, 49, 1175.

Xu, D.; Hall, E.; Ober, C.K.; Moscicki, J.K.; Freed, J.H. J. Phys. Chem. 1996, 100, 15856,
and references cited therein.

Schlick, S.; Pilar, J.; Kweon, S.-C.; Vacik, J.; Gao, Z.; Labsky, J. Macromolecules 1995,
28, 5780.

Gao, Z.; Schlick, S. J. Chem. Soc. Faraday Trans. 1996, 92, 4239.

Schlick, S.; Eagle, P.; Kruczala, K.; Pilar, J. In Spatially Resolved Magnetic Resonance:
Methods, Materials, Medicine, Biology, Rheology, Ecology, Hardware; Bliimler, P., Bliimich,
B., Botto, R., Fukushima, E., Eds.; Wiley-VCH: Weinheim, Germany, 1998; Chapt. 17, pp.
221-234.

Degtyarev, E.N.; Schlick, S. Langmuir 1999, 15, 5040.
Pilar, J.; Labsky, J.; Marek, A.; Konak, C.; Schlick, S. Macromolecules 1999, 32, 8230.
Marek, A.; Labsky, J.; Konak, C.; Pilar, J.; Schlick, S. Macromolecules 2002, 35, 5517.

Ohno, K. In EPR Imaging and In Vivo EPR; Eaton S.S., Eaton, G.R., Ohno, K., Eds.; CRC
Press: Boca Raton, FL, 1991; Chapt. 18, p. 181.

Lucarini, M.; Pedulli, G.F.; Borzatta, V.; Lelli, N. (a) Res. Chem. Intermed. 1996, 22, 581.
(b) Polym. Degrad. Stab. 1996, 53, 9.

Lucarini, M.; Pedulli, G.F. Angew. Makromol. Chem. 1997, 252, 179.

Ahn, M .K.; Eaton, S.S.; Eaton, G.R.; Meador, M.A.B. Macromolecues 1997, 30, 8318.
Capancioni, S.; Abdellaoui, K.S.; Kloeti, W.; Herrmann, W.; Brosig, H.; Borchert, H.-H.;
Heller, J.; Gurny, R. Macromolecules 2003, 36, 6135.

Timmons, G. Cited at the EPR Imaging Workshop, 27th International EPR Symposium,
Denver, CO, 1-5 August 2004.

Gillen, K.T.; Clough, R.L. Polymer 1992, 33, 4359.

Billingham, N.C. In Atmospheric Oxidation and Antioxidants, G. Scott, Ed.; Elsevier,
Amsterdam, 1993, Vol. II, Chapt. 4, pp. 219-277.

Polymer Durability: Degradation, Stabilization and Lifetime Prediction; Clough, R.G.,
Billingham, N.C., Gillen K.T., Eds.; Adv. Chem. Series 249, American Chemical Society:
Washington, DC, 1996.

Wise, J.; Gillen, K.T.; Clough, R.L. Radiat. Phys. Chem. 1997, 49, 565.

De Bruiijn, J.C.M. In Polymer Durability: Degradation, Stabilization and Lifetime
Prediction; Clough, R.G., Billingham, N.C., Gillen K.T., Eds.; Advanced Chemical
Series 249, American Chemical Society: Washington, DC, 1996; Chapt. 36, pp. 599-620.



PART II

ESR APPLICATIONS



S

ESR STUDY OF RADICALS IN
CONVENTIONAL RADICAL
POLYMERIZATION USING RADICAL
PRECURSORS PREPARED BY ATOM
TRANSFER RADICAL
POLYMERIZATION

ATSUSHI KAJIWARA
Nara University of Education, Takabatake-cho, Nara Japan

KRZYSZTOF MATYJASZEWSKI

Carnegie Mellon University, Pittsburgh, Pennsylvania

Contents
1. Introduction

2. Chain Length Dependence
2.1. ESR Spectra of Propagating Radicals Formed in the Polymerization
of tert-Butyl Methacrylate
2.2. ESR Spectra of Model Radicals with Controlled Chain Lengths
3. Chain-Transfer Reactions
3.1. ESR Spectra Observed in Polymerization of fert-Butyl Acrylate
3.2. ESR Study of Model tert-Butyl Acrylate Radicals with Controlled Chain Lengths
3.3. Polymeric Radicals and Chain-Length Dependent Changes in ESR Spectra
4. Penultimate Unit Effect
4.1. Monomeric Model Radicals
4.2. Dimeric Model Radicals
4.3. Dimeric Radicals and the Penultimate Unit Effect
4.4. Activation Rate Constants for Monomeric and Dimeric Alkyl Bromides
and ESR Spectra

5. Conclusions

Advanced ESR Methods in Polymer Research, edited by Shulamith Schlick.
Copyright © 2006 John Wiley & Sons, Inc.

102
105

105
106
109
109
111
116
119
120
122
124

128
129

101



102 ESR STUDY OF RADICALS IN CONVENTIONAL RADICAL POLYMERIZATION

Acknowledgments 129
References 129

1. INTRODUCTION

This chapter describes the application of electron spin resonance (ESR) spectroscopy
and controlled radical polymerization techniques to basic research on the chemistry
of radical polymerizations. This combination can provide information on the chain
length of propagating radicals, chain-transfer reactions to polymers, and penultimate
unit effects in copolymerization, topics that have been difficult or impossible to study
by direct detection of radicals.

Electron spin resonance is the most powerful method for investigation of radical
species in radical polymerization. When well-resolved spectra can be observed, the
spectra provide information not only on the structure, properties, and concentration of
radicals, but also on the initiating and propagating (oligomeric and polymeric) radi-
cals.!® Direct detection of propagating radicals in radical polymerization by ESR has
been difficult, mainly due to both the labile nature and the low concentration of the prop-
agating radicals. About 20 years ago, Kamachi? observed the ESR spectra of propagat-
ing radicals of methacrylates under conditions similar to those in conventional
polymerization by means of a specially designed flat cell and cavity. Starting in the early
1990s, relatively well-resolved ESR spectra of propagating radicals have been observed
using a commercially available cavity and normal sample cell, due to both improvement
in ESR spectrometers and careful optimization of sample preparation.>® Well-resolved
ESR spectra in the radical polymerizations of styrene and its derivatives, diene com-
pounds, methacrylates, and vinyl esters, were obtained in benzene or toluene solutions
under usual polymerization conditions.®'* Selected ESR spectra of these propagating
radicals observed during polymerization reactions are shown in Fig. 1. Simulated spec-
tra of the corresponding propagating radicals are also shown. Based on these spectra, a
kinetic analysis, especially for estimating propagating rate constants (k,) of the
monomers, was performed. The ESR spectroscopy was also used to quantify radical
concentration in the polymerization. However, the direct detection method did not reveal
some aspects that are significant in radical polymerization chemistry; for example, the
lifetime of the propagating chain is not known. The chain length of the observed propa-
gating radicals was considered to be long enough for estimation of k,. However, there
has been no clear experimental information on the actual chain length of the propagat-
ing radicals observed by ESR. In order to detect well-resolved spectra, the initiator con-
centration in some ESR experiments was higher than in usual radical polymerizations.
Under such conditions, the chain lengths of the propagating radicals could be shorter
than under usual conditions. The chain length of the resulting polymers in the ESR sam-
ples can be estimated by size exclusion chromatography (SEC) experiments after ESR
experiments. However, the resulting molecular weights, even if high , do not guarantee
ESR detection of radicals with high molecular weights, because detection of shorter
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Fig. 1. Experimental and simulated ESR spectra of propagating radicals obtained during
conventional radical polymerizations. (a) Styrene at 0°C. (b) Butadiene at —10°C.

chain radicals is easier than that of longer chain radicals. Therefore, the effect of the
chain length of the propagating radicals should be examined carefully. Moreover, it is
extremely difficult to investigate copolymerization by the direct detection method.
During copolymerization, various kinds of propagating chain ends are formed, due to
so-called penultimate unit effects. These problems have not yet been resolved. The
development of controlled radical polymerization techniques, especially atom-transfer
radical polymerization (ATRP), enables us to solve some of these problems.
Atom-transfer radical polymerization is one of the most widely applied techniques
in the field of controlled/living radical polymerization, and allows the preparation of a
wide range of polymeric materials with controlled molecular weights and well-defined
architectures.'*2° A general mechanism for ATRP is shown in Fig. 2. The radicals, or
the active species, are generated through a reversible redox process catalyzed by a tran-
sition metal complex (Mt *—Y/L, Y, where L is the ligand, » is the number of ligands,
and Y may be another ligand or the counterion), which undergoes a one-electron oxi-
dation with concomitant abstraction of a (pseudo)halogen atom, X, from a dormant
species, R—X. This process occurs with a rate constant of activation, k,, and of deacti-
vation, kge,.- Polymer chains grow by addition of intermediate radicals to monomers in
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a manner similar to a conventional radical polymerization, with the rate constant of
propagation k. The polymers obtained have narrow polydispersity and predetermined
molecular weight, and can be precursors of model radicals with well-defined struc-
tures. The polymers formed in ATRP contain terminal carbon—halogen bonds (Fig. 2).
Giese et al.”! reported that these bonds can be homolytically cleaved by reaction with
organotin compounds. Accordingly, various radicals that model the end groups in
ATRP can be formed from the corresponding precursors prepared by atom-transfer rad-
ical addition (ATRA) and ATRP, and the generated radicals can be studied by ESR
spectroscopy. The generation of model radicals from corresponding radical precursors
by a reaction with organotin compounds for polymeric (meth)acrylates with various
chain lengths is shown in Fig. 3. Variation of the chain length and composition of

kact

J——

Pm-X + MtZL,Y Pm® + XMEZ'L,Y

Kdeact
N

Monomer Pm-Pn(Pm=/PH)

Fig. 2. Schematic diagram of atom-transfer radical polymerization. The resulting polymer
(P,—X) usually has a terminal carbon—halogen bond.
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model radical precursor prepared by ATRP model radical with given chain length

X =H (acrylate) or CH3 (methacrylate)
R = methyl, ethyl, tert-butyl
n=0 (dimer), 15, 30, 50, 100, etc.

Fig. 3. Radicals observed by ESR. (a) Formation of propagating radicals during a standard
free radical polymerization. (b) Generation of model radicals from radical precursors prepared
by ATRP.
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polymeric radical precursors elucidates the effect of chain length and penultimate units
on the ESR spectra of the formed radicals, which is the basic topic of this chapter.

Investigations of radical reactions are difficult without model reactions. Poly-
(meth)acrylates with various chain lengths can be prepared by ATRP, as shown in
Fig. 3b. Propagating radicals with various chain lengths can be generated from these
model precursors. The ESR spectra at various temperatures of these model radicals
are expected to show chain-length dependence, as detected for propagating radicals
of methacrylates observed in sifu.?> This method can also be applied to investigate
chain-transfer reactions for propagating acrylate radicals.

The ATRP is based on a sequence of ATRA reactions and ATRA can be used to
prepare various dimeric species that model the expected chain ends in a copolymer-
ization reaction. An ESR study of radicals generated from these mixed dimers can be
used to clarify the penultimate unit effects relevant to copolymerization. The ESR
spectra of monomeric radicals of (meth)acrylates were previously investigated by
Fischer et al.,.2>"% Gilbert et al.,2%27 and Matsumoto et al.?®2° However, no ESR
study has so far been conducted for dimeric radicals of (meth)acrylates, mainly due
to the difficulty of obtaining clear ESR spectra.

In this chapter, three examples of the application of ESR to conventional radical
polymerizations based on controlled/living radical polymerizations will be demon-
strated. The first example is estimation of the effect of chain length on propagating
radicals. The second example is the detection of chain-transfer reactions on the prop-
agating radicals in polymerization of tert-butyl acrylate (fBA). The third example is
investigation of penultimate unit effects using ESR analysis of dimeric model radi-
cals of (meth)acrylates prepared by ATRA.

As shown in Fig. 3, when conducting ESR spectroscopy on radical polymeriza-
tions, direct detection in a conventional polymerization and use of model radicals
based on controlled radical polymerization technique complement each other.
Comparison of ESR spectra obtained by direct detection in a radical polymerization
processes with those of model radicals generated from radical precursors prepared by
ATRP leads to an understanding of each step in radical polymerizations, and to the
reaction mechanism. Electron spin resonance spectroscopy has provided unambigu-
ous proof of the intermediate reactions and products for several reactions involved in
radical polymerization, aided by controlled radical polymerization techniques. This
spectroscopy was also used to examine and quantify some intermediates in ATRP,
and to provide a deeper understanding of the ATRP process, including identification
of the structure and concentration of the paramagnetic species involved.!? 13- 30-3
Although interesting and important for investigation of ATRP, the structural features
of the paramagnetic transition metal compounds will not be discussed in this chapter.

2. CHAIN LENGTH DEPENDENCE
2.1. ESR Spectra of Propagating Radicals Formed in the Polymerization of
tert-Butyl Methacrylate

Propagating radicals are formed (Fig. 3a, X=CHj;) when a mixture of monomer and
radical initiator is heated or photoirradiated in an ESR sample cell. Well-resolved
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ESR spectra of propagating radicals of zerz-butyl methacrylate (flBMA) have been
detected in such polymerization systems at various temperatures, as shown in Fig.
4. The 16-line spectrum is different compared to that previously reported for
methacrylates (13-line or 9-line spectra),’ and was assigned to propagating radi-
cals. Since couplings due to the methyl protons of the ferz-butyl group in the ester
side chain did not appear, splittings were assigned to the three o.-methyl protons
and the two B-methylene protons. The temperature dependence of the spectra was
interpreted by a hindered rotation model of two stable conformations.® The inten-
sity of the inner eight lines increased with increasing temperature, indicating that
there are two exchangeable conformations whose existence has been deduced
from the ESR spectra of methacrylates. *> At 150°C, the intensity of the inner eight
lines increased and the ESR spectrum can be interpreted as a single conformation,
indicating that the energy difference between the two conformers is small. The
observed ESR spectrum of propagating radicals of tBMA at 150°C is shown in
Fig. 5a along with the simulated spectrum [hyperfine splitting constants of 14.0 G
for one methylene proton (1:1 doublet), 11.6 G for the other proton (1:1 doublet),
and 21.7 G for three equivalent methyl protons (1:3:3:1 quartet)], as shown in Fig.
5b. A characteristic point of this result is estimation of different hyperfine split-
ting constants for the two methylene protons. This means that the rate of rotation
of the end radical is not fast enough to make the methylene protons equivalent on
the time scale of the ESR measurement. Thus, it leads to a 16-line spectrum (2 X
2 X 4). If the two B-methylene protons were equivalent, the total number of split-
ting lines would be 12 [4(CH;—) X 3 (—CH,—)]. The expected spectra for these
two cases are shown in Fig. 6. This suggests the presence of a propagating radical
with a long chain that hindered the rotation of the terminal bond to generate the
16-line spectrum, and also another oligomeric radical that may show a 12-line
spectrum.

In order to clarify the chain length dependence, model radical precursors were
prepared by the ATRP, a technique that can provide polymers with controlled molec-
ular weights and low polydispersity, and with preserved terminal carbon—halogen
bonds.'*2° When the carbon—halogen bonds are cleaved homolytically by reaction
with organotin compounds, model radicals of propagating chains with given chain
length could be generated (Fig. 3b, X = CH;).?!

2.2. ESR Spectra of Model Radicals with Controlled Chain Length

First, a mixture of oligomers containing 2—7 monomer units (P, = 2-7) was pre-
pared by ATRP and model radicals with short-chain lengths were generated from
the mixture without any further separation. Well-resolved ESR spectra of the
model radicals were observed at various temperatures. The 12-line ESR spectrum
observed at 150°C is shown in Fig. 7a; the two B-methylene protons are almost
equivalent in small radicals at such high temperature. This finding indicates that
rotation of the radical chain end is too fast to detect differences in methylene pro-
tons on the time scale of ESR spectroscopy. In order to estimate the critical chain
length that would show the 16-line spectrum, model radical precursors with



CHAIN LENGTH DEPENDENCE 107
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Fig. 4. The ESR spectra of propagating radicals of fBMA observed in polymerization systems
initiated by rBPO under irradiation. Propagating radicals were observed in situ. (a) 150°C (in
mesitylene). (b) 120°C (in mesitylene). (¢) 90°C (in toluene). (d) 60°C (in toluene). (¢) 30°C
(in toluene). (From Ref. 22, with permission.)

T

degrees of polymerization (P,) of 30, 50, and 100 were prepared by ATRP and
polymers with calculated molecular weights and low polydispersities were
obtained. The ESR spectra of radicals generated from these precursors were
observed at various temperatures, as shown in Fig. 8. Although the lifetime of the
model radicals were very short at 150°C, clear and well-resolved spectra were
observed. These spectra showed similar temperature dependence to that shown in
Fig. 4. In the case of P, = 100, a 16-line spectrum was clearly observed at temper-
atures < 120°C.

Comparison of the ESR spectra of oligomeric radicals (Fig. 7a), of model radi-
cals with P, = 100 (Fig. 8), and of radicals in a polymerization system (Fig. Sa) at
150°C is shown in Fig. 9. From the comparison of the separation of the inner lines,
the P, of the propagating radical is considered to be >100. The hyperfine cou-
plings measured from these spectra, plotted against chain lengths in Fig. 10,
seemed to show a nearly linear correlation between hyperfine coupling constants
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Fig. 5. Experimental (a) and simulated (b) ESR spectra of the propagating radical in
polymerization of tBMA at 150°C. (From Ref. 22, with permission.)

and chain lengths in the range up to P, = 200. The molecular weight (M,,) of the
isolated polymers from the polymerization system (Fig. 9¢) was determined to be
30,000 (P, = 210) by SEC. Interpretation of the ESR spectra suggests that they
correspond to “long” propagating radicals, in agreement with SEC. Before these
experimental results, ESR spectra and overall SEC results did not correlate.
However, more experimental results are needed for a comprehensive correlation of
kinetic data with ESR spectra.

It can be concluded that the 16-line spectrum in ESR measurements is due to
“polymeric” radicals with > 100 monomer units. Similar differences in ESR spectra
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Fig. 6. Simulated spectra for nonequivalent f-methylene protons (16-line spectrum) and
equivalent B-methylene protons (12-line spectrum) for propagating radicals of BMA.

were observed for poly(methyl methacrylate) (polyMMA) radicals generated in situ
and H-MA-MMA dimeric model radical (Fig. 23), which will be discussed in the
section on the penultimate unit effect. Although they are more complicated, with a
small quartet due to ester methyl protons, the ESR spectrum of polyMMA recorded
during polymerization showed a basic 16-line spectrum and the dimeric model radi-
cal with terminal MMA radical showed a 12-line spectrum. The ESR spectroscopy
has provided structural information of the propagating radicals at their chain ends.
Direct information on the chain length of the radicals from ESR measurements are
reported here for the first time.

Further information on the dynamic behavior of the propagating radicals was
obtained by simulating the temperature dependence of the ESR spectra.*’ The
average exchange time between the two conformers was calculated from the simula-
tion of the spectra in Fig. 4. The activation energy for rotation of the terminal C,~Cg
bond was estimated to be 21.2 kJ mol 1!

3. CHAIN-TRANSFER REACTIONS

3.1. ESR Spectra Observed in Polymerization of fert-Butyl Acrylate

Interpretations of ESR spectra detected in acrylate radical polymerizations have
been very difficult.??>%4247 The ESR spectra observed for acrylates and
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Fig. 7. Experimental (a) and simulated (b) ESR spectra of oligomeric model radical of BMA
(P, = 2-7) at 150°C. (From Ref. 22, with permission.)

methacrylates are different, even under almost identical conditions, and it is diffi-
cult to interpret the spectra in terms of propagating radicals. The spectra measured
during solution polymerization of tBA are shown in Fig. 11: A six-line spectrum
or doublet of triplets with narrow line width (Fig. 11a) was observed at —30°C
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Fig. 8. The ESR spectra of model radicals of poly(fBMA) for the indicated chain length and
temperature.

and assigned to be a propagating radical with two B-methylene protons (1:2:1
triplet) and one o-proton (1:1 doublet), as shown in Fig. 11b. A totally different,
seven-line, spectrum with broader line width was observed at 60°C (Fig. 11d).
Traces of the six-line spectrum can be seen in the spectrum at 60°C. At —10°C,
overlapped spectra of the first and latter spectra were observed (Fig. 11c), sug-
gesting that the spectrum observed at —30°C converted to the spectrum observed
at 60°C. Two possible explanations for this result have been considered: A chain-
length dependence of the spectra, and chemical reaction. These possibilities were
examined by analysis of ESR spectra of model radicals with various chain
lengths, as described in Section 3.2.14-20

3.2. ESR Study of Model tert-Butyl Acrylate Radicals with Controlled Chain
Lengths

Precursors of P,» with n = 15, 50, and 100 were prepared by ATRP. The model
radicals were generated by a reaction with organotin compounds and observed by
ESR.?! The ESR spectra for P, = 15, 50, and 100 are shown in Fig. 12. These
radicals showed almost the same six-line (doublet of triplets) ESR spectrum of prop-
agating radicals at low temperature (—30°C), as in Fig. 11a. This result indicates that
there is no chain-length dependence in the ESR spectra of the propagating acrylate
radicals. However, the six-line spectrum changed after raising the temperature to
60°C, and the change is in agreement with the ESR spectra observed directly during
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Fig. 9. Comparison of ESR spectra of radicals with various chain length at 150°C. (a)
oligomeric model radical. (b) Model radical with P, = 100. (c) Propagating radical.
Characteristic lines (in dashed squares) were enlarged on the right-hand side. (From Ref. 22,
with permission.)
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Fig. 10. The correlation between chain length and hyperfine coupling constants of Cg protons
in oligomeric and polymeric fBMA radicals.

polymerization. A typical example of two kinds of ESR spectra for P, = 100 is
shown in Fig. 13. The model systems do not contain any monomer and the
spectroscopic change occurred without propagation. This suggests that a chemical
reaction is responsible for the observed changes.

In radical polymerization of acrylates, a 1,5-hydrogen shift to form a mid-chain
radical has previously been considered.***” Yamada and co-workers*>* observed
ESR spectra similar to those in Figs. 11d and 13b, and reported that the spectra were
due to a mixture of propagating and mid-chain radicals. However, there has been no
clear experimental evidence or explanation for the formation of the mid-chain radi-
cals. Here, a clear interpretation of the ESR spectra of propagating (Fig. 14a) and
mid-chain radicals (Fig. 14b) was demonstrated with the aid of ATRP. The proposed
mechanism for the 1,5-hydrogen shift is shown in Fig. 15. Formation of a six-mem-
bered ring enables the radical to migrate to the monomer located unit two units
before the terminal unit. Since this shift needs at least three monomer units, it
suggests that mid-chain radicals cannot be formed in a dimeric radical. A dimeric
radical precursor was isolated from a mixture of oligomeric radical precursors, and
the ESR spectrum of the dimeric radical was measured. The ESR spectra of the
dimeric model radical showed no change even at relatively high temperature (40°C).
From the same mixture of oligomers, a mixture of oligomers with tetramer to hexa-
mer (4—6 monomer units) was also separated and radicals were generated from the
oligomers. The ESR spectra of these radicals showed overlapped spectra of two
kinds of spectra from the beginning of the reaction, as shown in Fig. 16. The absence
of chain-length dependence and no changes with temperature for the dimer strongly
suggested the formation of mid-chain radicals in radical polymerizations of acrylates
via a 1,5-hydrogen shift reaction.
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Fig. 11. The ESR spectra observed in radical polymerization of rBA initiated with tBPO
under irradiation: At —30°C (a) and corresponding simulated spectrum (b). At —10°C (c). At
60°C (d) in toluene. (From Ref. 13, with permission.)

One additional piece of evidence supporting the formation of a mid-chain radical
was obtained from an examination of hydrogen abstraction from polyacrylates. This
mid-chain radical can be formed by hydrogen abstraction from polyacrylates by
oxygen centered radicals. PolysBA and fert-butyl peroxide (fBPO) were dissolved in
benzene, and the mixture exhibited the ESR spectra shown in Fig. 17a under irradia-
tion. The spectrum was similar to both the spectra observed in the polymerization
system (Fig. 11d) and that reported by Westmoreland et al.*’ Furthermore, it was
reasonably simulated by considering two sets of methylene protons with restricted
rotation at both sides of the mid-chain radical, as shown in Fig. 17b. Consequently,
the radical observed at high temperatures (Fig. 115) is due to the formation of mid-
chain radicals.
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Fig. 12. The ESR spectra of model radicals of poly/BA with P, = 15 (a), 50 (), and 100 (c)
observed at —30°C in toluene. No chain length dependent spectroscopic change was observed.
(Center lines indicated in dashed squares are due to radicals of tin compounds.)
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Fig. 13. The ESR spectra of model radicals of polyrBA with P, = 100 at —30°C (a), and at
60°C (b). Heating caused irreversible spectral changes. The chain length of the radical was fixed
in this case. (Center lines indicated in dashed squares are due to radicals of tin compounds.)

It is known that polyacrylates prepared by conventional radical polymerization
contain many branches.*®*’ The ESR study has now provided direct evidence for the
origin of the branching. Note also that an estimate of k; for acrylates is difficult by
ESR, because it would provide the sum of the concentration of the active growing
terminal radicals and the less active mid-chain radicals.

3.3. Polymeric Radicals and Chain-Length Dependent Changes in ESR Spectra

The ESR spectra of propagating radicals of tBA did not show any chain length
dependence, due to much faster dynamics compared to methacrylates. However, a
different type of chain-length dependence was observed for monomeric, dimeric, and
polymeric radicals of /BA. The ESR spectra of H-tBAe, H-rBA-fBAe, and poly/BA«
(DP, = 15), where the radicals were generated from the corresponding alkyl
bromides, are shown in Fig. 18 together with their simulations. In the monomeric and
dimeric radicals, the hyperfine splittings of the o-proton are smaller than those of the
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Fig. 14. Structure of propagating radicals for terminal /BA (a) and mid-chain radical (b).

B-protons. However, in the case of polymeric radicals with DP, = 15, the hyperfine
splitting for the a-proton is larger than that for the 3-protons, as shown in Fig. 18¢
and Table 1. The ESR spectra of fBA polymeric radicals with DP, = 50, DP,, = 100,
and propagating radicals generated in situ, were very similar to that for DP, = 15.13
This result can indicate either a pen-penultimate unit effect, or another chain-length
effect. The origin of the chain-length dependent variation of the ESR spectra is not
yet explained. Fischer et al.>> reported ESR spectra of polymeric radicals of acrylic
acid by a flow method and detected two kinds of radical species with different split-
tings, termed polymeric radicals A and B, respectively. The coupling constants for o-
and PB-protons were reported to be 20.67 and 22.06 G for A and 22.62 and 21.34 mT
for B. In the case of radical A, the coupling constant for the oi-proton was smaller
than that for the B-protons. In the case of radicals B, the value of the hyperfine cou-
pling for the o-proton was larger than that for the 3-methylene protons. A similar
dependence was found for rBA derived radicals in this work. These results could
indicate that radical A was an oligomeric radical (longer than dimeric), and that rad-
ical B had a chain length longer than radical A.

As mentioned above, chain length dependent ESR spectra were observed for
methacrylate radicals. Apparently, the coupling constant of two 3-methylene protons
changed from equivalent to nonequivalent as the chain length increased. However,
coupling constants of protons in the methyl group at the a-position do not show any
chain length dependent change. The exchange of the magnitude of hyperfine
coupling constants values between o~ and B-protons in acrylates is therefore solely
characteristic of acrylates.
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Fig. 15. Schematic diagram of potential 1,5-hydrogen shift for propagating /BA radical.

TABLE 1. Hyperfine Splitting Constants of /BA Radicals with Various Chain Length®

Radicals Source Hyperfine Splitting Constants, G
o B Y Reference

H-BAe tBBrP 20.90 25.50 50
H-tBA-BAe tBA-tBA — Br 20.90 22.70 0.78 50
H-(tBA),* (tBA), — Br 22.8 20.6 13

poly A acrylic acid 20.67 22.06 25
(poly(acrylic acid)) (in situ)

poly B acrylic acid 22.62 21.34 25
(poly(acrylic acid)) (in situ)

“From Ref. 50, with permission.
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Fig. 16. Time-dependent ESR spectra of dimeric radicals of H-EA-fBA at 40°C [2 min (A1)
and 6 min (A2) after irradiation], and of oligomeric tBA species (P, = 3-7) at 40°C [2 min
(B1) and 6 min (B2) after irradiation]. (Center lines indicated in dashed squares are due to rad-
icals of tin compounds.)

In the case of rBA, experimental evidence for the formation of a significant
amount of mid-chain radicals from propagating radicals via 1,5-hydrogen shift was
shown. Progress in controlled radical polymerization enables us to investigate
conventional radical polymerization systems in detail.

4. PENULTIMATE UNIT EFFECT

It has been known since =~ 1980 that the terminal model for free-radical copolymeriza-
tion sometimes fails, due to the penultimate unit effect. Direct detection of the penulti-
mate unit effect by ESR has been unsuccessfully attempted many times. In this section,
direct detection of the penultimate unit effect using dimeric model radicals generated
from dimeric model radical precursors prepared by ATRA is discussed (Fig. 19).° The
structures of the dimeric model radicals studied are summarized in Fig. 20. For a
detailed discussion of the penultimate unit effect, dimeric, monomeric, and polymeric
model radicals were examined. The radicals were generated by three methods:
homolytic cleavage of carbon-bromine bonds of alkyl bromides with
hexabutyldistannane, photodecomposition of an azo-initiator, and radical polymeriza-
tion performed directly in a sample cell in a cavity.
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Fig. 17. Experimental (a) and simulated (b) ESR spectra of mid-chain radical generated by
hydrogen abstraction from polyfBA by peroxide radicals (b). The spectrum was reasonably
simulated based on the structure shown in the figure.

4.1. Monomeric Model Radicals

In order to understand the penultimate unit effect in dimeric model radicals, ESR
spectra of monomeric model radicals were studied for comparison. The ESR spectra
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Fig. 19. Generation of monomeric and dimeric model radicals for investigation of the
penultimate unit effect.

of radicals generated from monomeric alkyl bromides were studied first. Reaction of
methyl 2-bromopropionate (MBrP), ethyl 2-bromopropionate (EBrP), and fert-butyl
2-bromopropionate (tfBBrP) with organotin compounds provided radicals that model
monomeric methyl acrylate (H-MAe), ethyl acrylate (H-EAe®), and zert-butyl acry-
late (H-fBAe), respectively. As shown in Fig. 21, well-resolved spectra were
observed and simulated. The hyperfine couplings for these and other model radicals
are summarized in Table 2. Two sets of quartets were observed in each spectrum,
indicating three equivalent protons and one more proton with a different coupling
constant. For H-MAe and H-EAe, each spectroscopic line has an additional splitting
in the form of a fine quartet (1.45 G) and triplet (1.38 G), respectively, due to the
methyl and methylene protons in the ester side groups, indicating spin density delo-
calization through the ester bonds. In the case of H-rBAe, the splitting due to methyl
groups in the fert-butyl group is not resolved. These findings indicate the formation
of radicals with the expected structures, as shown in Fig. 22.

The hydrogenated monomeric model radical of poly(ethyl methacrylate) (H-EMA®)
was formed in the reaction of ethyl 2-bromoisobutyrate (EBriB) with organotin
compounds. A well-resolved ESR spectrum was observed, where interpretation con-
firms the formation of a radical with the structure shown in Fig. 22. The hydrogenated
monomeric methacrylate type radical (H-MMAe®) was generated through photodecom-
position of MAIB under irradiation. The ESR spectra of monomeric methacrylate radi-
cals led to the hyperfine couplings summarized in Table 2.

The ESR spectra of H-EAe, H-EMAe®, and H-MMA-® were reported previously
and the values of hyperfine coupling constants in that study are comparable to the
results obtained in the present study.”3: 3!

4.2. Dimeric Model Radicals

The dimeric model compounds studied can be classified into two groups. The termi-
nal radical can have either an acrylate or a methacrylate structure. Model dimeric
radicals with an acrylate terminal group were generated in the reaction of the
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corresponding alkyl bromides (H-fBA-rBA-Br, H-MA-rBA-Br, H-EMA-rBA-Br,
and H-MA-MA-Br) with an organotin compound under irradiation. The resulting
radicals had the structure of hydrogenated dimeric radicals, that is H-/BA-rBAe,
H-MA-BAes, H-EMA-rBAe, and H-MA-MA-, respectively. The ESR spectra of
these radicals led to the hyperfine couplings included in Table 2. A doublet of triplets
was observed in each spectrum and can be assigned to the a-proton and two equiva-
lent B-methylene protons, respectively.

The model dimeric H-MA-MMA  radicals were generated by reacting the corre-
sponding alkyl bromide (H-MA-MMA-Br) with an organotin compound under
irradiation. The ESR spectra were obtained at 30, 60, and 90°C. The spectrum of

TABLE 2. Hyperfine Splitting Constants of Radicals at 30°C*

Radicals Source Hyperfine Splitting Constant, G
o B Y ester Line width®
H-MA-MMA+« MA-MMA-Br 22.60 (CH3y) 0.80 128 0.55
14.80 (CH,)
polyMMA ¢ MMA (in situ) 22.2 (CH;) 1.1 0.50
14.4 (B-CH)
9.7 (B-CH)
oligofBMA«¢ oligorBMA-Br 21.7 (CHy) 1.0
12.7 (B-CH)
11.8 (B-CH)
polyfBMAs¢ BMA (in situ) 21.7 (CH3) 1.2
14.0 (B-CH)
11.6 (B-CH)
H-rBA-1BA- tBA-tBA-Br 20.90 2270 0.78 0.47
H-MA-1BAe MA-BA-Br 20.70 2270 0.78 0.40
H-EMA-BA- EMA-BA-Br  20.90 22.10 0.47
H-MA-MA- MA-MA-Br 20.7 229 0.8 1.0  0.39
poly/BA«* polyrBA-Br 22.8 20.6 1.5
7 From Ref. 50, with permission. X X
” Line width at half-height. vyl B la
¢ Measured at 90°C. rnnnnann-CH,-C-CHp-C®
4 Measured at 150°C. IC=O C|)=O

¢ Measured at -30°C.
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Fig. 20. Model radical precursors of dimeric (meth)acrylates. (From Ref. 50, with permission.)

H-MA-MMA- at 90°C, along with its simulation, is shown in Fig. 23. A 12-line spec-
trum with a very small quartet in each spectroscopic line was detected. The 12-line
spectrum is caused by a quartet of triplets (4 X 3) from three equivalent methyl pro-
tons and two methylene protons. An additional very small splitting of a doublet (0.80
G) due to the y-proton in the MA moiety can also be observed. The signal intensity of
each spectroscopic line displays a temperature dependent change due to hindered rota-
tion around the Co— Cg bond.*'#%2 At 90°C, the bond rotates freely and the simulated
spectrum is shown in Fig. 23. The ESR spectra of such model dimeric radicals, with
well-defined structures, have not been observed before. Analyses of the values
obtained from the hyperfine coupling constants clearly show the dimeric radicals have
the structures indicated in Fig. 22.

4.3. Dimeric Radicals and the Penultimate Unit Effect

Penultimate unit effects were observed in the ESR spectra of model dimeric radicals.
The ESR spectra of dimeric radicals with acrylate terminal units will be discussed
first. The effect of a methacrylate penultimate unit (due to the presence of a methyl
group at the y-position) is seen by comparing the spectrum of H-EMA-rBAe with
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(a) .

—

20G

Q
o

Fig. 21. The ESR spectra of radicals generated from corresponding alkyl bromides observed
at 30°C: (a) H-MAe, (b) H-EAe, and (c) H-rBAe. (From Ref. 50, with permission.)
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H-MA . H-EA. H-tBA * H-EMA- H-MMA «
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H-MA-tBA « H-tBA-tBA
T
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H-MMA-(MMA),-MMA «

EA-(tBA),-tBA *

Fig. 22. Generated monomeric, dimeric, and polymeric model radicals of (meth)acrylates.
(From Ref. 50, with permission.)

that of H-MA-fBAe« or H-fBA-rBAe. The presence of an EMA unit shows only small
variations in the coupling of the o-proton. Obviously, the spin density at the
o-carbon atom does not change appreciably by B-substitution. On the other hand, the
coupling of the B-methylene protons varies considerably with the presence of an
EMA penultimate unit, as shown in Table 2: The value for H-EMA-rBAe (22.10 G)
is smaller than that of H-MA-rBAe (22.70 G) or for H-rBA-fBAe* (22.70 G). The ESR
spectra of monomeric acrylic acid radicals with various substituents, that is, HO—,
NH,—, CH;—, HO-CH,—, were discussed previously by Fischer et al.?* and the
reported values of the hyperfine coupling constants of the P-protons varied
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(@ .

(b)

Fig. 23. Experimental and simulated ESR spectra of H-MA—MMA  observed at 90°C. (From
Ref. 50, with permission.)

considerably with the substituents. Judging from the reported results, the electronic
effect of a penultimate MMA unit is larger than those of substituents. These findings
show the electron-withdrawing effect of the presence of the MMA unit. The steric
effect due to the y-methyl group may appear in the broader line width than that seen
in the case of H-MA-fBAe. In comparison with the ESR spectrum of H-MA-fBAe,
the steric effect of H-rBA-fBAe appeared solely in the line width of the spectrum,
although the electronic effect of replacement of a methyl group by a fert-butyl group
is very small. Sterically, the small methyl ester group of MA caused less hindrance to
the rotation of Cg-C,, bond. As a result, a clear separation of spectroscopic lines, due
to narrower line width, was observed. This difference in ESR spectra between
H-MMA-tBA- and H-rBA-fBA« suggests that the reactivity of the terminal /BA rad-
ical may depend on the penultimate unit in copolymerizations of MMA and rBA.
Radical copolymerization of MA (M;) and MMA (M,) was investigated: The
copolymer reactivity ratios r, and r, were determined to be 0.4 and 2.15, respectively.>?
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However, these results were obtained without considering the penultimate unit effect.
The present ESR results for H-MA-MMAe, H-MA-MAe®, and H-MMA-fBAe suggest
the presence of a penultimate unit effect on the acrylate terminal unit.

Thus, electronic and steric penultimate effects influence not only radical reactiv-
ity,>3-%2 but also their ESR spectra.

4.4. Activation Rate Constants for Monomeric and Dimeric Alkyl Bromides
and ESR Spectra

The penultimate unit effect may play a very important role in ATRP. The rate con-
stants of activation of monomeric and dimeric alkyl bromides with a CuBr—bpy
(bpy=2,2"-bipyridine) complex as activator were determined.®*> The ATRP relies
on the reversible activation of a dormant alkyl halide through halogen abstraction by
a transition metal complex to form a radical that participates in the classical free-rad-
ical polymerization figure (Fig. 2) prior to deactivation. In this equilibrium, the alkyl
radical (P,*) is formed in an activated process, with a rate constant k,., by the
homolytic cleavage of an alkyl halogen bond (P,,-Z) catalyzed by a transition metal
complex in its lower oxidation state (Cu'). The relative values of k, of the alkyl bro-
mides were determined for CuBr/bpy catalyst systems in acetonitrile at 35°C. These
systems followed the order EBriB (30)>>MBrP (3)>tBBrP (1) for monomeric initia-
tors>> % and MMA-MMA-Br (100)>>MA-MMA-Br (20) > MMA-MA-Br (5) >
MA-MA-Br (1) for dimeric initiators.%

The relative values of k, for alkyl bromides follow the order EBriB (30)>>MBrP
(3)>tBBrP (1). This order indicates not only the higher thermodynamic stability of
the tertiary radicals (H-EMA®), but also the lower reactivity of the secondary radical
with a bulkier fert-butyl group rather than the smaller methyl group. This was
explained by suggesting steric hindrance in the atom-transfer process, where the cat-
alyst complex must approach the halogen atom. However, judging from the values of
hyperfine coupling constants for H-rBAe, H-MAe, and H-EAe, the electronic effect
from the ester side groups seems negligibly small. Replacement of a methyl group
(MBrP) by a tert-butyl group (rBBrP) has no significant effect on the values of the
hyperfine coupling constants determined in the ESR spectra, but the steric effect in
the transition state for atom transfer leads to three fold difference in k.

The values of k. for the dimeric bromides follow the order: MMA-MMA-Br
(100), MA-MMA-Br (20), MMA-MA-Br (5), and MA-MA-Br (1). Differences
between MMA-MMA-Br and MA-MMA-Br, and between MMA-MA-Br and
MA-MA-Br, may be explained in the same manner as the MA-/BA and MMA-rBA
systems. When a MMA unit is located in the penultimate position, the values of
hyperfine splitting constants of B-protons of fBA were smaller than with MA as the
penultimate unit. These electronic effects and steric effects manifest themselves in
different values of k.

It is anticipated that a combination of ESR analysis and kinetic studies lead to a
better understanding of both the structure and the reactivity of the radicals. Such
information is very important for basic research, not only for ATRP, but also for con-
ventional radical polymerization processes.
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5. CONCLUSIONS

Development of controlled radical polymerization techniques has stimulated basic
research on radical chemistry in conventional radical polymerizations. Information
on the effect of chain lengths on propagating radicals, chain-transfer reactions to
polymers, and penultimate unit effects has been obtained from ESR observation of
model radicals generated from radical precursors prepared by ATRP. Previously, it
has been extremely difficult, even impossible, to obtain such information from ESR
spectra during conventional radical polymerizations. The ESR study of radical poly-
merizations has made remarkable progress as a result of the combination of study of
radicals formed as a result of various kinds of controlled radical polymerization
techniques.
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1. INTRODUCTION

The study of local segmental dynamics in polymers resulting from thermal motion
plays a significant role for an understanding of structure—property relationships in
polymers. These relationships represent an important subject in polymer research. It
is useful to study local chain motions of an isolated chain in dilute solutions before
chain—chain interactions are taken into account. The conformation of a polymer
chain in dilute solution, resulting, among others, from polymer—solvent interactions,
depends strongly on the dynamics on the length scale of a few monomer units. This
chapter demonstrates that ESR is a important tool that is capable to provide informa-
tion on the local polymer dynamics, complementary to the information obtained by
other advanced methods.

2. LOCAL DYNAMICS IN POLYMERS BY NMR AND FLUORESCENCE
TECHNIQUES

Orientational relaxation of a polymer chain segment is the most elementary process
for conformational change among a number of relaxation modes of the polymer
backbone. Corresponding energy barriers and polymer—solvent interactions prima-
rily affect conformational transitions. In recent years, great efforts have been devoted
to understanding the local dynamics of polymers by measuring the correlation time,
1., for segmental rotational diffusion in dilute solution. Measurement of the fluores-
cence depolarization of the anthracene chromophore bonded to the main chain of the
polymer, and measurement of '3C NMR (nuclear magnetic resonance) relaxation
times and nuclear Overhauser effect enhancements (NOE) have been the main meth-
ods used for the purpose.

2.1. Segmental Mobility of Polymers

It was shown that Kramers’ theory,! in the high-friction limit resulting in Eq. 1a with
o.=1, cannot accurately describe the segmental dynamics of a synthetic polymer in
dilute solutions.

Te = KIN(D]* exp(E/RT) = K’ exp(Eey/RT) (1a)
Eop = E,+ 0L Ey (1b)
N(T) =My exp(Eq/RT) (1)

For some polymers in solvents with high viscosity and large activation energy of vis-
cosity, the theory yields nonphysical negative values for the height of the potential
barrier for segmental rotation.> Hence, the prediction that the experimental correlation
times should scale linearly with viscosity at constant temperature (Kramers’ behavior)
is not generally fulfilled. Provided that the temperature dependence of viscosity
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exhibits Arrhenius behavior in the temperature range investigated, a power law rela-
tionship (Eq. 1a) between 7. and the solvent viscosity 1| with exponent 0 = a = 1
was suggested® on a theoretical basis.* The prefactor K in this equation is independent
of temperature and viscosity, E, is the activation energy determined from the
Arrhenius plot of a parameter the characterizing local segmental mobility (e.g., T.),
and E,, is the activation energy of viscosity for the solvent. The parameter K’ is inde-
pendent of temperature, E, is the height of the potential barrier for local segmental
motions, T is the absolute temperature, and R is the gas constant. The exponent o is
assumed to depend on the moment of inertia and the size of the unit involved in
the conformational transition and on the curvature at the top of the potential barrier for
the transition. A larger size, a larger moment of inertia, and a lower barrier prolong the
time required to get across the barrier, and thereby lead to a larger value of o. When
this time period is sufficiently long, the high-frequency behavior of friction is less sig-
nificant, and a behavior close to Kramers’ high-friction limit should be observed. The
value of the exponent o is expected to vary from polymer to polymer. The height of
the intramolecular potential barrier, E,, should not depend on the solvent viscosity, but
it may vary with the polymer conformation in solution; it follows that it should be sol-
vent independent for all good nonpolar solvents of a particular polymer, but may
change in poor solvents and in theta solutions.”

2.2. NMR and Fluorescence Studies

In the frame of the model resulting in Eq. 1a, the values E, = 13 = 2 kJ mol ! and
o. = 0.41 *+ 0.02 were found for polyisoprene by '*C NMR,*and E, =10 + 1 kJ mol™!
and oo = 0.75 = 0.06 by fluorescence depolarization.” The difference in E, is small and
can be related to a modification of the potential barrier by the presence of the anthracene
chromophore, because the fluorescence measurement senses the chain motion in the
vicinity of anthracene. A larger size of the unit subjected to conformational transition
and a larger moment of inertia due to the presence of the anthracene chromophore
in the labeled chain would explain the higher o value determined by
fluorescence depolarization. The '*C NMR study of segmental mobility of poly
(1-naphthylmethyl acrylate) (PNMA) in chlorinated solvents (1,1,2,2-tetrachloro-
ethane-d,, pentachloroethane and CDCl;) has shown” that, in the range of viscosities
studied, the polymer exhibits nearly Kramers’ behavior with oo=1.07; the value E, =
11.3 kJ mol ! for the segmental PNMA dynamics was deduced. Kramers’ theory has
also succeeded in explaining results of '3C NMR study of poly(N-vinylcarbazole)
(PNVCO) in five solvents covering viscosities differing by a factor of 5, leading to
E,=9.1+03 kI mol ' for PNVC chain local dynamics.® A similar study of
poly(vinyl chloride) (PVC) in three solvents (chloroform, dioxane, and dimethyl
sulfoxide) has revealed’ deviation from Kramers’ theory, with oo = 0.6 and E, = 19.5
+2.5 kJ mol~!. A fluorescence depolarization study of local chain dynamics of
poly(ethylene oxide) (PEO) in dimethylformamide (DMF) and cyclohexane has shown
non-Kramers’ behavior with o = 0.69 and E, = 5 kJ mol~'.® The temperature depend-
ence of the correlation times for rotational diffusion of the anthracene chromophore
bonded in the polystyrene main chain in various solvents, measured by fluorescence
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depolarization, resulted in & = 0.90 = 0.05, which was considered a reasonable agree-
ment with Kramers’ theory.® The larger o observed for labeled polystyrene in compari-
son with labeled polyisoprene was rationalized by the presence of bulky benzene rings
in polystyrene. The height of the potential barrier, E, = 11 = 3 kJ mol !, has been
found for polystyrene in good solvents and higher values in theta solutions (E, = 21 *
2 kJ mol ™! in cyclohexane).

In all earlier papers dealing with polystyrene local dynamics, data were analyzed in
the frame of Kramers’ theory. Heatley and Wood'® measured "H NMR spin lattice relax-
ation times for polystyrene in four solvents at 5% concentration. They determined the
activation energy for the correlation time characterizing conformational jumps of poly-
styrene chains and deduced E, = 11-16 kJ mol~! for polystyrene in chlorinated sol-
vents (CDCl;, CCly, and hexachlorobuta-1,3-diene) and E, = 19 =5 kJ mol~! for
polystyrene in 90/10 (v/v) solution of cyclohexane-d;, and toluene-dg, which is a theta
solvent for polystyrene at 15°C. Gronski et al.!! performed '*C spin lattice relaxation
and NOE measurements of 1% solutions of '*C-enriched polystyrene and determined
heights of potential barriers for conformational transitions of polystyrene: E, = 15 and
10.5 kJ mol ™!, in benzene and toluene solutions, respectively. Yokotsuka et al.'2 meas-
ured the mean relaxation time related to local conformational transitions of the
anthracene-labeled polystyrene by the fluorescence depolarization and deduced E, =
6.3,6.7,2.9,3.3 and —8.0 kJ mol ! in butyl acetate, cyclohexane, dioxane, cyclohexa-
none, and more viscous glycerol tripropionate, respectively, using the original Kramers’
equation. When applying the generalized equation combining both high- and low-fric-
tion limits suggested by Helfand, 3 they deduced E, = 6.7, 7.1, 5.0, 5.0, and 8.0 kJ
mol ™!, respectively. Ono et al.'*!3 used the same technique and determined the heights
of potential barriers for local conformational transitions in polystyrene chain in various
solvents including theta solvents: E, = 5.9, 7.5, and 10.9 kJ mol~! in toluene, butyl
acetate, and in theta solvent cyclohexane, respectively, using the classic Kramers’
approach. Horinaka et al.'® studied the influence of a fluorescent probe on local relax-
ation times and their dependence on molecular weight and tacticity of the polystyrene
used and deduced E, = 7.1 kJ mol ! for M,, > 10* by the same approach.

3. EFFECT OF NITROXIDE ROTATIONAL DYNAMICS ON ESR LINE
SHAPES

3.1. Basic Principles

In nitroxide free radicals characterized by a hyperfine tensor, A, and g-tensor, g, the
interaction between the magnetic moment of an unpaired electron and the magnetic
moment of nitrogen nucleus is highly anisotropic. The anisotropy determines the line
shape of electron spin resonance (ESR) spectrum of completely immobilized nitrox-
ides (Fig. 1), and can be completely averaged out for fast thermal Brownian rota-
tional diffusion in low-viscous media. For the "N nucleus with 7 = 1 and no other
interacting nuclei in the nitroxide, three equidistant lines of equal intensities and
widths should be observed in ESR spectra in such media. In fact, even in media of
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Fig. 1. Effect of A- and g-tensor anisotropy on the line shape on the ESR spectrum of a
typical nitroxide: (a) Immobilized and perfectly oriented nitroxides taken at the indicated
orientations of the external magnetic field with respect to the nitroxide axis system.
(b) Immobilized nitroxides in a polycrystalline sample (rigid limit spectrum). (c) Fast-
motional spectrum in a solvent of very low viscosity (a and g are isotropic hyperfine splitting
and isotropic g-factor, respectively).

very low viscosity, the averaging is not complete and the anisotropy affects the ESR
line shape.

In real media, nitroxides change their orientations with respect to the external
magnetic field due to the Brownian thermal rotational mobility usually characterized
by the rotational correlation time, T,,. The anisotropic hyperfine interaction between
the unpaired electron and nitrogen nucleus is modified by these changes with a
frequency dependent on T,. In this way, frequency-dependent perturbations are gen-
erated, which modify the energy levels and transition probabilities in the system. As
a result, the line shape of ESR spectra of nitroxides (and of other free radicals in
which anisotropic magnetic interactions occur) depends on the correlation time T.
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The line shape of the ESR spectrum can be calculated using the spin Hamiltonian
H (1) for the nitroxide radical. The time dependence of the spin Hamiltonian
descrlbes the orientation-dependent part H ,(1), which contains terms characterizing
the anisotropy of the A- and g-tensors, and terms characterizing the rotational reori-
entation of the free radical as a classic stochastic process using the Wigner rotation
matrix elements. A comprehensive theory of ESR spectra of nitroxides has been
described step-by-step in contributions to two monographs'”'® and papers cited
therein. Computer programs'®?° suitable for calculation of theoretical line shapes of
ESR spectra measured in continuous wave (CW) and pulse experiments have become
indispensable tools for practical applications. The ESR spectra of nitroxides are also
described in chapters 1 and 3 in this volume.

The “ESR working window” in which the ESR line shapes are sensitive to rota-
tional reorientation depends on the anisotropy of the A- and g-tensors of the radical;
for nitroxides, the range for T, is 107 2—1073 s, which means that the technique is
applicable to polymer solutions, polymer gels, and solid polymers at temperatures
close to or above T,. At the X-band ESR frequency (=9 GHz), the rotational dynam-
ics in most liquids is usually sufficiently fast, that is, T,Aw « 1 [where Aw is a meas-
ure of the magnitude of the orientation-dependent part of the spin Hamiltonian H (D]
such motions (Tp < 10 s) fall within the motional narrowing (fast- motlonal)
regime. For slower dynamics (T,A® = 1), more complicated slow-motional spectra
are observed.!’

3.2. Fast-Motional Spectra

The fast-motional nitroxide ESR spectrum is a superposition of three Lorentzian
lines of different widths and, consequently, with different amplitudes when recorded
as first derivative of the absorption. Intrinsic first-derivative peak-to-peak widths of
lines, AH,,,, of the three components of the nitrogen hyperfine splitting in the fast-
motional nitroxide spectra can be expressed as

AH,, (M) = 213'*)(A + BM + CM) @)

where M = —1, 0, +1 is the spectral index number. The experimental values of
parameters A, B, and C can be determined by using three experimental widths of
lines Apr(M) and Eq. 2. The calculation of the A, B, and C values from the A-
and g-tensors and parameters for axially symmetric nitroxide rotational reorientation
was described by Goldman et al.,'® and for a more general orientation of the symme-
try axis of nitroxide rotational reorientation in one of our papers.?! In principle,
parameters for nitroxide rotational reorientation could be found by fitting experi-
mental A, B, and C parameters with calculated theoretical values. Unfortunately, it
was found that three line widths cannot be fully and unambiguously related to the
nitroxide rotational parameters without additional assumptions about the motion.
Deuterated spin labels significantly simplify analysis of both fast- and slow-motional
spectra. The contribution of unresolved hyperfine interaction due to deuterium nuclei is
much smaller than that of protons (Fig. 2) due to a smaller nuclear magnetic moment.??
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Fig. 2. Narrowing of the central component of the typical three line fast-motional spectrum of
a nitroxide attached to a polymer chain, after replacing all protons with deuterium; central line
in the room temperature ESR spectrum of the protonated nitroxide exhibiting partially
resolved proton hyperfine structure (dashed line) and of the deuterated nitroxide exhibiting no
visible hyperfine structure (solid line). (From Ref. 22, with permission.)

Pioneering applications of ESR to the study of dynamics of nitroxides attached to
polymers was described by Cameron and Bullock,>® who analyzed fast-motional
solution ESR spectra of simple nitroxides attached to polystyrene. The ESR spec-
troscopy of nitroxides in the fast-motional regime based on even simplified versions
of Eq. 2 has been widely used for solving various problems mainly in the fields of
biochemistry and medicine. Unfortunately, critical assessment of the model, and the
accuracy and validity of results is frequently missing.

3.3. Slow-Motional Spectra and Ordering

For slower motions in more viscous media where TgRA® = 1, the ESR spectrum
depends dramatically on the combined influence of molecular motion and mag-
netic interactions. The slow-motional ESR line shapes, in principle, provide a more
detailed picture of rotational dynamics compared with fast-motional line shapes,
and can be fully analyzed using a theoretical approach based on numerical solution
of the stochastic Liouville equation.!”!® The theoretical approach resulting in
the Schneider—Freed set of programs'® enables the calculation of theoretical
line shapes of ESR spectra of nitroxides subjected to anisotropic rotational
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reorientation using various models (Brownian rotation, free rotation, jump diffu-
sion). In addition, the set allows for constraints in rotational reorientation. The ten-
dency of the nitroxide to order is modeled by a restoring potential that is defined
relative to a director axis. The MOMD (Microscopic Order with Macroscopic
Disorder) model describes the case, when there is local ordering described by the
potential, but its directors are isotropically distributed so that there is no macro-
scopic ordering. Such a case is extremely important for nitroxides attached to poly-
mers (spin-labeled polymers). The model requires integration of spectral line
shapes calculated in the presence of a particular orienting potential over the direc-
tor orientations. Later on, a nonlinear least-squares (NLSL) fitting program?’
(including its PC version) based on the modified Levenberg—Marquart minimiza-
tion algorithm was developed, which is able to deduce parameters for nitroxide
rotational reorientation by iterating the simulation until a minimum least-squares
fit to the experiment is reached.

Other theoretical approaches to the theory of slow-motional ESR spectra of
nitroxides were also developed,>* 27 aimed at solving specific problems. However,
none of these affords a comprehensive treatment of the subject comparable with the
approach described above.

4. ESR STUDIES OF SEGMENTAL DYNAMICS OF POLYMERS IN
SOLUTION

4.1. Dynamics of Nitroxide Spin Labels Attached to Polymer Chain in Dilute
Solution

Information on rotational diffusion of nitroxides was used to deduce and characterize
the rotational mobility of polymer chain segments. A model for rotational diffusion of
a nitroxide spin label randomly distributed along the polymer chain was proposed,
based on theoretical considerations of Campbell et al.?® The rotational diffusion of
nitroxides was approximated as superposition of the isotropic rotational diffusion of
the polymer chain segment with rotational parameter, Rg, and the internal rotation of
the spin label about the tether through which it is attached to the polymer chain seg-
ment, with the rotational parameter, R;.”! The contribution of rotational diffusion of
the polymer coil as a whole was neglected for high-molecular-weight polymers. When
the spin label is attached to the polymer chain with a tether containing only one single
bond through which conformational transitions of the tether can occur, the axis of
internal rotation of the spin label is identical to this bond axis. This approximate model
gives rise to axially symmetric rotational diffusion with two components of the
rotational tensor, R, = Rg and R,; = Rg + Ry. In addition, the axis of internal rota-
tion can be tilted by angle [ relative to the z axis in the xz plane of the nitroxide axis
system (in regard with the symmetry plane of the piperidine ring). This is shown below
for the 2,2,6,6-tetramethylpiperidin-1-yloxyl-type label. In this case the tether
involves three single bonds (C—CO, CO-NH, and NH-SL, where SL stands for
2,2,6,6-tetramethylpiperidin-1-yloxyl). Given that the amide bond can be considered
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to be fixed during the time window of the relevant motions, and that there are steric
constraints around the first bond, the only bond through which conformational
changes of the tether are expected to occur is the NH-SL bond. The applicability and
adequacy of the model was tested in practice by critical assessment of consistency of
the rotational parameters determined.

Local segmental dynamics in spin-labeled poly(methyl methacrylate) (PMMA),
poly(methacrylic acid) (PMA), poly(acrylic acid) (PAA), polystyrene (PS), and
poly(2-hydroxyethyl methacrylate) (PHEMA) was studied using the model
described above. These polymers were spin labeled by incorporating a spin-labeled
chain unit in the polymer chain at randomly distributed sites using various synthetic
techniques (polymer reaction or copolymerization with a suitable monomer carrying
an amine precursor of the spin label and subsequent oxidation). Free unreacted (unat-
tached) low-molecular-weight nitroxides were removed from solutions of spin-
labeled polymers by long-term dialysis or repeated precipitation until the ESR signal
from free nitroxides (fast-motional three-line ESR spectrum) could not be observed.
The weight-average molecular weights (M,,) of the spin-labeled polymers exceeded
20,000 in all cases, which is considered as a rough limit above which the contribu-
tion of the rotational dynamics of polymer coil as a whole in solution to the rotational
dynamics of the spin label can be neglected. The molar concentration of the spin-
labeled chain units ranged between 1 and 3 mol%.
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The ESR studies of local segmental dynamics of polymers benefited from the
progress achieved in theoretical description of the effects of dynamics on line shape
of nitroxide ESR spectra and in resulting software. The Schneider—Freed set of pro-
grams'® made possible the analysis of slow-motional spectra of nitroxides subjected
to anisotropic rotational diffusion with rotation symmetry axis oriented quite arbi-
trarily with respect to the nitroxide axis system. The simulation of one such ESR
spectrum with computers available in the 1980s required ~ 20 min of computer time
and the best fits to experimental spectra were found by visual comparison simulated
spectra with experimental ones.
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4.2. Segmental Mobility of Poly(methyl methacrylate)

Randomly spin-labeled PMMA carrying the spin label units shown above and end
spin-labeled PMMA were prepared. The ESR spectra of dilute solutions (1%) of both
polymers were measured in ethyl acetate and dibutyl phthalate as solvents?"*! in a
suitable temperature range, considering that full determination of rotational parame-
ters can only be performed by analysis of slow-motional ESR spectra. The compo-
nents of both A- and g-tensors for the spin label were determined by analysis of
spectra of the immobilized nitroxides with random orientations in the system under
study (rigid-limit ESR spectra). Spectra in most solvents taken at temperatures close
to 120 K usually fulfill these requirements. The distribution of the unpaired electron
in nitroxides can be affected by interaction with the solvent and by the structure of
the chemical bond through which it is attached to the polymer. Therefore the A- and
g-tensors must be determined for every nitroxide — polymer — solvent combination.?’

Consistent data for segmental dynamics of the randomly labeled PMMA were
obtained by simulating the experimental spectra. Best fits were obtained for § = 51°,
a value close to that determined for the orientation of the NH-SL bond for the chair
form of piperidine nitroxides determined by diffraction methods on nitroxide single
crystals.?® The Arrhenius plot of the values for the segmental rotational diffusion (Rg)
in ethyl acetate was divided into two parts by a break at room temperature. The low-
temperature part of the plot had a higher activation energy (Fig. 3). The sudden
decrease in the activation energy at = 300 K was explained by the conformational
transition of PMMA chain. This transition of PMMA (and some other poly-
methacrylates) above room temperature is characterized by an increase in flexibility
and a decrease of 8—25% in unperturbed dimensions of the polymer coil Kg, as
observed by Katime et al.’? in studies of molecular weight and temperature depen-
dences of the intrinsic viscosity of polymethacrylates in nonpolar organic solvents.
For PMMA in ethyl acetate, the transition temperature range was 318—328 K. The
presence of both conformations of PMMA coils was found at temperatures close to
this range (Fig. 3). No such break was observed when plotting data for PMMA in the
more viscous dibutyl phthalate (Fig. 4), probably because the transition temperature
range in this solvent, if it exists, is shifted outside the temperature range studied.
Analysis of the end-labeled PMMA spectra in both solvents revealed much faster
rotational diffusion of the nitroxide compared with the randomly labeled chain,
where most spin labels are expected to be attached to the inner-chain segments. The
higher value, B=65°, observed for end-labeled PMMA in ethyl acetate solvent indi-
cates participation of more bonds in the internal rotation of the spin label attached to
the end of the chain, which probably shifts 3 toward the average value for all-trans
chains (=90°).

4.3. Segmental Mobility of Poly(methacrylic acid) and Poly(acrylic acid)

Polyelectrolytes offer an excellent opportunity to study the effect of chain conforma-
tion on local segmental motions. A polyelectrolyte chain in solution can expand due to
the electrostatic repulsion between polar groups. This effect leads to a high intrinsic
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Fig. 3. Arrhenius plots of the rotational parameters Rg (+) and R; (X) in s ™! determined in ran-
domly spin-labeled PMMA in ethyl acetate. Dashed lines show plots of the parameters for the
more mobile spin label attached to the PMMA coils in more flexible conformation present in
solution, simultaneously with the coils in less flexible conformation at temperatures below the
break temperature. The symbols o and o are used for corresponding pairs of Rg and Ry values rep-
resenting acceptable accuracy limits of spectral analysis. (From Ref. 31, with permission.)

viscosity. The size of the polyelectrolyte random coil is, among other things, a function
of the degree of neutralization, o.. The reduced viscosity of a typical polyelectrolyte in
aqueous solution, which exhibits the so-called “normal polyectrolyte behavior” (e.g.,
PAA), increases with o increasing up to 0.4 and than slowly decreases due to the satu-
ration effect.’> The PMA deviates from the normal polyelectrolyte behavior: it is
known to undergo a conformational transition in aqueous solution upon ionization. It
exists in a very compact conformation stabilized by short-range interactions at low o
values, whereas at oo > 0.3, long-range electrostatic interactions become predomi-
nant. Its compact structure is converted to an extended one, which then shows a normal
polyelectrolyte behavior upon further increase in o. This conformational transition (at
293 K 50% of the very compact conformation disappears at o = 0.173%) is responsible
for the steep increase in reduced viscosity at oo = 0.15.3
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Fig. 4. Arrhenius plots of the rotational parameters Rg (+) and R; (x) in s™! determined in
randomly spin-labeled PMMA in dibutyl phthalate. For the symbols, see Fig. 3. (From Ref. 31,
with permission.)

Randomly spin-labeled PMA® and PAA% carrying the spin label units shown
above were prepared. Dilute solutions of both polyacids neutralized to the required
degrees were prepared by mixing a polyacid stock solution (o0 = 0.0) in quartz-
bidistilled water with an appropriate amount of a polysalt stock solution (o0 =1.0) or
of 0.4 M NaOH. Extreme care was taken to prevent accidental neutralization of the
polyacids during preparation. The degree of neutralization o achieved was checked
by titration. Components of A- and g-tensors for the spin label attached to each of the
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acids were determined by analysis of the rigid-limit ESR spectra measured at 113 K.
In both cases, the line shapes of the rigid-limit spectra were practically independent
of the degree of neutralization o.. The ESR spectra of the solutions were measured in
the temperature range 273—333 K and their line shapes were analyzed using the
model described above.

For PMA, data suggest a slower segmental rotational mobility with lower activation
energy for the very compact conformation that prevails at low values of o/, compared to
that for the extended conformation, which prevails at higher 0.3 Both conformations
were found to exist simultaneously in the o range 0.0—0.2 at higher temperatures
(293—333 K) in agreement with spectrophotometric data.>* Corresponding spectra were
analyzed in terms of a two-site model, as a superposition of the slow-motional spectrum
of the spin labels bound to the PMA coils in the very compact conformation and of the
fast-motional spectrum of the spin labels bound to the extended PMA coils. Plots of Rg
determined by the simulation procedure are presented in Figs. 5 and 6. It follows that an
adequate representation of the o dependence of PMA segmental mobility at each
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Fig. 5. Dependences of the rotational parameter Ry determined in randomly spin-labeled
PMA in dilute aqueous solutions at indicated temperatures on the degree of PMA neutraliza-
tion o.. Data determined by the NMR study>® are given for comparison. (From Ref. 35, with
permission.)
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Fig. 6. Arrhenius plots of the rotational parameter Rg in s~ determined in analysis of ESR
spectra of randomly spin-labeled PMA in dilute aqueous solutions measured at various
degrees of neutralization. Data characterizing both the very compact and extended conforma-
tions are given. (From Ref. 35, with permission.)

temperature from the range studied (Fig. 5) should consist of two curves, for the very
compact and for the extended conformations. In Fig. 5, the data given for a0 = 0.0 at the
four temperatures and the data given for o0 =0.2 at 273, 293, and 313 K represent the
very compact conformation, the rest of the data represent extended PMA conformation.
A low proportion of extended PMA coils for oo = 0.0 and for @ = 0.2 at 273, 293, and
313 K prevented reliable determination of Rg for the extended PMA conformation.
Linear Arrhenius plots of parameters Rg are presented in Fig. 6. The slopes yielded
experimental activation energies of the segmental rotational mobility, Ee,p, of ~ 20 and
30 kJ mol ™! for the very compact and extended PMA conformations, respectively.

In the range of o 0.2—0.5, the segmental rotational mobility increases with coil
expansion, a result that may be explained by a generally accepted increase in the per-
sistence length in polyelectrolytes. This finding is closely related to the number of seg-
ments in the moving sequence of the polymer chain.’” The value B = 40° determined
when fitting all experimental spectra is somewhat lower than B = 51° determined for
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PMMA,3! indicating that the conformation of the chain unit carrying the spin label
depends on the host polymer and solvent. Our results are in good agreement with NMR
data,® which are presented in Fig. 5 by dashed line. To our knowledge, such quantita-
tive agreement between the data of two different magnetic resonance methods for poly-
mer dynamics has not been reported yet.

In contrast, quite different results were obtained for PAA, 36 which is expected to
exhibit normal polyelectolyte behavior. The very slow rotational mobilities for PMA
in the very compact conformation were not observed for PAA. In the entire o and
temperature (293—353 K) ranges studied, the segmental rotational mobility of PAA
at corresponding o and temperature was found to be higher than segmental rotational
mobilities of PMA in the extended conformation and nearly independent of o.. On the
other hand, experimental activation energies of segmental rotational mobility, E.yp,
close to that for PMA in the extended conformation, were found for PAA. The
absence of methyl groups is probably responsible for a higher segmental rotational
mobility at all degrees of neutralization and in the temperature range studied, com-
pared with PMA under the same conditions.

4.4. Segmental Mobility of Polystyrene

As mentioned in Section 3.1, in more viscous media, where the motion of the nitrox-
ide label is slower and TRA® = 1, the ESR spectrum depends more dramatically on
the combined influences of molecular motion and magnetic interactions. Thus, the
slow-motional ESR line shapes provide, in principle, a more detailed picture of rota-
tional dynamics compared to the fast-motional line shapes. This idea has motivated
the extension of molecular dynamics studies by ESR to higher magnetic fields
requiring resonant radiation at wavelengths of the order of A = 1.2 mm (250 GHz),
corresponding to far-infrared (FIR) ESR.3*%° Because of the greatly increased A at
such frequencies, which require magnetic fields close to 90,000 G compared with
3300 G at X band, rotational motions encountered in liquid phases are more likely
to fall into the slow-motional regime, thereby permitting a more detailed analysis.
Another important feature of high-frequency studies is the enhanced g-factor resolu-
tion: regions of the rigid-limit spectrum corresponding to the magnetic x, y, and z
components are clearly discerned and the components of the g-tensor may be deter-
mined from the rigid-limit spectra with higher accuracy. This enhanced orientational
resolution also has the potential of providing better resolution of microscopic details
of the motions from the slow-motional ESR studies.

A successful MOMD model for analyzing ESR line shapes for spin-labeled poly-
mers was introduced by Meirovitch et al.'®*! This model, mentioned in Section 3.3,
allows for constraints in the rotational diffusion. More precisely, the polymer chain
segmental motion sensed by the tethered nitroxide, that is, the wobbling motion of
the effective axis of internal rotation, was considered as constrained by an orienting
potential, typically given by Eq. 3,

—U@.Q/KT = > {c-Dk 0.9) +c[ DL @)+ D, 001}  (3)

L=24
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where the c(I)‘ terms refer to the strength and shape of the restricting potential for the
wobbling motion and the ch to its asymmetry, and D(%K(G,(p) are Wigner rotation
matrix elements. The angles 6 and @ are polar and azimuthal angles, respectively,
which describe the orientation of the effective axis of internal rotation relative to the
director expressed in the principal axes of nitroxide rotational diffusion tensor.
Calculation of simulated line shapes in the frame of the MOMD model requires more
computer time and fitting of additional parameters ck. The revolution in the power
and availability of computer hardware together with improvements in computational
methodology has made it possible to quickly perform spectral calculations on small
laboratory computers (PC) using the NLSL program?® (Section 3.3) and made it fea-
sible to incorporate sophisticated models, such as MOMD. The input parameters for
the NLSL calculation are the components of A- and g-tensors for the spin label
attached to the polymer chain and determined in the solvent used. The parameters of
the fit for the MOMD model and axially symmetric Brownian rotational diffusion of
the spin label include rotational parameters R, = Rs, R,y = Rs + Ry, angle 3,
parameters for line widths, and potential parameters cIL(. A PC computer with 2-GHz
processor is able to find the best-fit parameters for slow-motional spectrum in the
frame of this model overnight.

Styrene copolymers with spin-labeled acrylic or methacrylic acid units distributed
randomly along the main chain were also synthesized. Local segmental dynamics of
the styrene copolymer with spin-labeled acrylic acid units was studied by comparing
data obtained by analysis of spectra of dilute toluene solutions of the copolymer meas-
ured using X band (9 GHz) and FIR (250 GHz) ESR spectrometers. The high-fre-
quency spectra were measured on the FIR ESR spectrometer in Professor Jack Freed’s
laboratory at Cornell University. All the experimental spectra were analyzed in the
frame of the MOMD model using NLSL program (Fig. 7). The MOMD model, when
applied to the system of nitroxide spin labels attached via short side chains (tethers) to
the polystyrene main chain in solution, implies a preferred orientation for the axis of
internal rotation of each attached nitroxide label with respect to the polymer main
chain, but there is an isotropic distribution of these preferred orientations in the
macroscopic sample due to the random distribution of orientations of polymer coils.
The nature of the preferred orientational distribution within each polymer coil is deter-
mined by the shape of the orienting potential. The best-fit shape can be optimized dur-
ing the fitting process by varying the potential parameters c;, 3, cg, and so on.
Although a reasonable agreement was found*? between the results obtained by NLSL
analysis at 9 and 250 GHz, there were systematic discrepancies such that the orient-
ing potentials obtained from the 250-GHz spectra were almost twice (or more) as high
as those from the 9-GHz spectra, and the rotational diffusion tensor components from
the 250-GHz spectra were at least twice as high as those from the 9-GHz spectra (Fig.
8). This implies a greater sensitivity of the 9-GHz spectra to slower tumbling
motions. For the faster “time scale” of the 250-GHz spectra, such motions are likely
“frozen out”, consistently with the MOMD model. The effective motion at 9 GHz is a
combination of both faster internal and slower segmental motions. Since the slower
segmental motions are unconstrained, the effect of the faster and constrained internal
rotation prevails in 250-GHz spectra. Nevertheless, the results at both frequencies
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Fig. 7. The FIR (250-GHz) ESR spectra of the random copolymer of styrene with spin-
labeled acrylic acid units measured in toluene at the given temperatures; experimental and
best-fitting simulated spectra are given with full lines and dotted lines, respectively. (From
Ref. 42, with permission.)

yielded a common activation energy, Eo, = 20.7 = 1.5 kJ mol ™! (Fig. 8), which,
when corrected for the contribution of activation energy of toluene viscosity accord-
ing to classic Kramers’ theory, yielded E, = 11.9 *= 1.5 kJ mol ',

The ESR spectra of styrene copolymer with spin-labeled methacrylic acid units were
measured at X band (9 GHz) in dilute solutions (~ 1 wt%) over a broad temperature
range in four solvents differing in thermodynamic quality, viscosity, and activation energy
of viscosity.** Theta solvent dioctyl phthalate (DOP), marginal solvent dibutyl phthalate
(DBP), and good solvents toluene (TOL) and DMF were used. Components of A- and
g-tensors of the nitroxide spin label attached to polystyrene chains in the solvents used
have been determined in a usual way from rigid-limit ESR spectra of the spin-labeled
copolymer measured in frozen solutions at 120 K. The rigid-limit spectra were success-
fully fitted using the NLSL program and assuming a very slow isotropic Brownian rota-
tional diffusion of the spin label (R, = Ry = 1X 10%s~1). Best fits required axially
symmetric Lorentzian inhomogeneous broadening and a Gaussian inhomogeneous
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Fig. 8. Arrhenius plots of the rotational parameters Ry, and Ry in s~ ! determined in analysis
of the X band (9-GHz) and FIR (250-GHz) ESR spectra taken in dilute toluene solution of the ran-
dom copolymer of styrene with spin-labeled acrylic acid units. (From Ref. 42, with permission.)

broadening. This corresponds to a combined Lorentzian—Gaussian line shape frequently
observed in rigid limit spectra. Note that the line shapes of the well-resolved spectra are
very sensitive to the A,, and A, values, but less sensitive to the A,, values. The uncertainty
in A,, was resolved by adopting the values calculated from the isotropic nitrogen hyper-
fine splitting determined from the fast-motional three-line spectra.

The parameters Rq and the other parameters characterizing the local dynamics in
polystyrene chains were determined by fitting experimental ESR spectra to the
MOMD model using the NLSL program. The first three potential parameters c3, c3,
c* were found to be sufficient for potential characterization in this study. The best-fit
values of the fitting parameters confirmed the consistency of the model. The angle 3
was found to be solvent dependent; it increased with increasing solvent
viscosity and slightly decreased or remained practically constant with increasing
temperature in each of the solvents. The parameter c20 characterizes the component of
the orienting potential symmetric in the plane perpendicular to the direction of the

preferred rotational tensor symmetry axis orientation specified by angle (. This
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parameter increased with increasing temperature in all solvents up to a maximum
= 1.5 reached at intermediate temperatures, at which a fast-motional character of the
spectra begins to prevail, and it sharply decreased toward zero at higher tempera-
tures. The parameter c‘(‘), which affects the shape of orienting potential significantly,
behaves in a similar way and is negative at low temperatures. The parameter cé char-
acterizing the rhombic distortion of the orienting potential keeps a relatively high
value (> 1.0) at temperatures at which the slow-motional character of the spectra
prevails; at intermediate and higher temperatures, it sharply decreases toward zero.
Fits of similar quality have been obtained in all four solvents. Some of the experi-
mental spectra (Fig. 9) clearly indicate the presence of a small amount (< 5 % of
total nitroxide concentration in the sample) of a much more mobile spin label in the
sample. Such a superposition in the ESR spectra of spin-labeled polymers in solu-
tion, which is probably due to a slow detachment of some of the side chains through
which the spin label is bonded to the main chain, was frequently observed. This
results in the appearance of the free nitroxide spectrum. All such spectra have been
analyzed using a two-site model.
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Fig. 9. The ESR spectra of the random copolymer of styrene with spin-labeled methacrylic
acid units measured in DMF and in DOP at the indicated temperatures; experimental, and best-
fitting simulated spectra are given with full lines and dotted lines, respectively. (From Ref. 43,
with permission.)
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Fig. 10. Arrhenius plots of rotational parameters Rg (full symbols) and R; (empty symbols) in
s~ ! determined in the random copolymer of styrene with spin-labeled methacrylic acid units
in four solvents and their best fits to Eq. 4. The X-band data for the styrene copolymer with
spin-labeled acrylic acid units in toluene*? (TOL?) are given for comparison. (From Ref. 43,
with permission.)

Arrhenius plots of the best-fit values determined for the rotational parameters Rg
and Ry are given in Fig. 10. The data for both parameters in all four solvents have
been fitted by Eq. 4,

logRs; = K" — (ECXPS'I/ RT)loge C))

which represents a linear dependence in log R versus 1/T coordinates and is analogous
to Eq. 1a (K" is independent of temperature). Higher mobilities and lower activation
energies Eexps"l for both less viscous solvents (TOL and DMF) compared with both
more viscous ones (DBP and DOP) follow from Fig. 10.

The temperature dependence of viscosity of the solvents used does not exhibit
Arrhenius behavior even in the temperature ranges studied. This follows from Fig. 11,
which clearly shows nonlinearity of the plots in log n versus 1/T coordinates.
Consequently, the activation energy of the viscous flow of the solvent, E;,, cannot be
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a relevant parameter for further discussion. For this reason, the approach introduced
by Glowinkowski et al.? was used. Eq. 4 can be rewritten as shown in Eq. 5,

log Ry = K" — adog[n(T)] — (E/RT)log e 5)

where K" is independent of temperature and viscosity. In the inset of Fig. 12, log Rg
versus logm is plotted at three temperatures at which measurements were performed at
least in three of the four solvents. At a constant temperature, the slopes of these plots
determine the values of the coefficient o, as follows from Eq. 5. Linear fits to the
presented data led to the value oo = 0.73 * 0.02 at all three temperatures. Equation 1
can be rewritten as shown in Eq. 6,

log (Rs [N(D)]*) = A" — (E/RT)log e ©6)
T/IK
4 I [ I I I I
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Fig. 11. Temperature dependence of viscosity of the solvents used. Literature data and calcu-
lated fits*® are presented; solid parts of the curves indicate the temperature ranges studied.
(From Ref. 43, with permission.)
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Fig. 12. Arrhenius plot of reduced rotational parameter Ry X M°73. The line is the best
fit by Eq. 6 and the slope gives E, = 10.5 = 0.6 kJ mol~!. The points excluded from the fit
are given by hollow symbols. Log Rg versus log 1 dependences at the indicated temperatures
are given in the inset; the lines are best fits to Eq. 5, and their slopes at all temperatures give
a = 0.73 £ 0.02. (From Ref. 43, with permission.)

Finally, log(Rg x *7?) versus 1/T was plotted in Fig. 12. The linear fit of Eq. 6 to
the data characterized by a satisfactory correlation coefficient of 0.9712 has yielded
the value E, = 10.5 + 0.6 kJ mol~! for the solvent-independent height of the poten-
tial barrier for the local dynamics of polystyrene chains. The four points indicated in
Fig. 12 have been excluded from the data set before performing the fit. In the case of
DOP and DBP high-temperature data, the reason is that corresponding ESR spectra
could not be analyzed using a two-site model because their line shapes were practi-
cally insensitive to the second site parameters. The one-site model fit cannot give
parameters consistent with the two-site one due to disregarding the second-site
contribution. The value determined in DOP at 280 K was excluded because of
increased error in its determination due to a low sensitivity of the line shape of the
corresponding ESR spectrum to the R, parameter. The error in determination of Rg
parameters by fitting all other ESR spectra has been estimated at 10%.
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For the nitroxide spin label chemically attached to polymer chains in solution, the
conclusions presented above generally confirm the importance of microscopic order-
ing for the dynamics resulting in slow-motional ESR spectra and its decreasing effect
on the dynamics in the motional narrowing region. It was concluded that polystyrene
in the solvents used (theta solvent DOP, marginal solvent DBP and good solvents TOL
and DMF) regardless of their thermodynamic quality, exhibits non-Kramers’ behavior
characterized by parameter oo = 0.73 = 0.02 and by the height of the potential barrier
for local conformational transitions E, = 10.5 + 0.6 kJ mol~'. The value agrees with
the value published by Waldow et al.® for good solvents (E, = 11 = 3 kJ mol )
within the given error limits. The difference between the value of parameter o pre-
sented in this chapter and the value determined by Waldow et al.? using the fluorescence
depolarization technique and anthracene chromophore attached to the polystyrene
chain (o = 0.9) is minor. Nevertheless, a higher o value has been found by fluores-
cence depolarization in the presence of the bulky chromophore label than by ESR in
the presence of the nitroxide spin label affecting the chain geometry to a small extent.
A similar case was observed with polyisoprene when comparing the values deter-
mined by fluorescence depolarization> and NMR? (0.75 and 0.41, respectively).

4.5. Segmental Mobility of Poly(2-hydroxyethyl methacrylate)

Hydrogels based on the 2-hydroxyethyl methacrylate (HEMA) monomer exhibit
excellent biocompatibility and physical properties similar to those of living tissue.
For these reasons, they have found large-scale applications in medical practice; in
particular, materials based on such hydrogels have been used for manufacturing soft
contact and intraocular lenses. Recently, investigation of the local segmental
dynamics of spin-labeled PHEMA in methanolic solution (linear PHEMA is insol-
uble in water) was performed over a wide concentration range.** A copolymer of
HEMA with spin-labeled methacrylic acid units distributed randomly along the
main chain (I) at concentration =3 mol% was synthesized. The ESR spectra of
methanolic solutions of the copolymer at concentrations between 2 and 50 wt%
were measured at X-band (9 GHz) over a broad temperature range (Fig. 13). The
temperature dependence of the Rg parameter characterizing the local segmental
dynamics in PHEMA and of the other parameters for local dynamics and
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Fig. 13. The ESR spectra of spin-labeled PHEMA in methanolic solution at given tempera-
tures and concentrations; experimental and simulated spectra are given with thick and thin
lines, respectively. (From Ref. 44, with permission.)

conformation of the copolymer were determined by fitting experimental ESR spec-
tra to the theoretical spectra calculated using the MOMD model and NLSL
program. The best-fit values of the fitting parameters (Fig. 14) again demonstrate
the general consistency of the model. At all the concentrations investigated, the
angle P first increases with temperature increasing, reaches maximum at ~ 250 K,
and then decreases. The isotropic inhomogeneous Lorentzian broadening w'
reaches minimum at temperatures close to 230 K, and then increases with increas-
ing temperature. The best-fit values of the three potential parameters employed
determine the shape of the ordering potential at a given temperature and concen-
tration. The parameters c% and c‘(‘J characterize the component of the ordering
potential independent of the O coordinate, and the parameter cé characterizes its
rhombic distortion (See also Chapter 3). Best-fit values of parameters c%) and cg are
positive and decrease with increasing temperature at all concentrations studied.
4

Best-fit values of parameter ¢ reach negative minimum values at

temperatures close to 250 K, and then increase toward zero with increasing
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temperature. Typical shapes of the orienting potential U(6,¢) in the coordinates
0 and @ (6 = 0° for the directions in the symmetry plane of the piperidine moiety
— in the xz plane of the nitroxide axis system defined in Chart 1 — and ¢ = 0° for
the direction along the director) show the probability distribution of effective ori-
entation of the nitroxide rotational tensor symmetry axis with respect to the direc-
tor (Fig. 15). The appearance of two clearly visible maxima of the distribution
separated by an angle of 2¢@,,,, increasing from 60 to 100° (@, = 30—50°) with
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Fig. 15. Population distribution of the instant orientation of the effective nitroxide rotational
tensor symmetry axis with respect to the director as characterized by the ordering potential
parameters c%, 022, and c‘(‘) determined from the ESR spectra of spin-labeled PHEMA in
methanol at 50 wt% concentration measured at (a) 191 K, (b) 221 K, and (c) 249 K. The
magnitude of the ordering potential decreases with increasing temperature as seen in Fig. 14.
(From Ref. 44, with permission.)

temperature in this range is typical of negative values of parameter cg and positive
values of c%. The ordering potential keeps the plane of symmetry of the piperidine
moiety, with the maxima appearing at © = 0 and at 180°, which follows from the
positive values of the parameter cé.

Arrhenius plots of rotational parameters Ry and R; for the segmental rotational
dynamics of PHEMA, as determined by the fitting process at all the concentrations
studied (Fig. 16), differ at first sight by their nonlinearity for both rotational parameters
from the published plots for segmental dynamics of a number of polymers in dilute
solution. In particular, they differ from the above mentioned plots characterizing the
local dynamics of polystyrene in dilute solution (Fig. 10), which are linear for both
rotational parameters regardless of the thermodynamic quality of the solvent. The plots
for PHEMA exhibit an atypical nonlinear behavior characterized by two breaks at spe-
cific temperatures in the Rg plot. The difference between the lower break temperature
(=250 K for all the concentrations studied) and the upper break temperature was found
to increase with increasing concentration of PHEMA in methanol. Local dynamics of
the polymer was found to be practically independent of temperature in the temperature
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Fig. 16. Arrhenius plots of rotational parameters Rg (empty symbols) and R; (full symbols) in
s~ ! determined in spin-labeled PHEMA in methanol for all the concentrations studied. (From
Ref. 44, with permission.)

range between both breaks. It was concluded that, similarly to the behavior of PMMA
and some other polymethacrylates in a number of nonpolar solvents,>> PHEMA under-
goes a conformational transition from a less compact to more compact conformation of
the polymer chain in methanol above the lower break temperature. The PHEMA, a
polymethacrylate, differs from the polymers studied by Katime et al.3? in its higher
hydrophobicity (and consequently insolubility in non-polar solvents) due to the pres-
ence of the 2-hydroxyethyl groups. The decrease in the polymer globule radius
observed in 2% methanolic solution of PHEMA with temperature increasing in the
range in which the saddle part for this PHEMA concentration exists, as determined by
dynamic light scattering (DLS) and small-angle X-ray scattering (SAXS) experiments
(Fig. 17), supports this conclusion. Intramolecular interactions in a dilute solution (2
wt%) in the range between both break temperatures, when PHEMA exists in a compact
conformation, hinder local polymer dynamics. The contribution of the intermolecular
interactions in entangled undiluted solutions (at polymer concentrations higher than
~20 wt%) is probably responsible for the same effect in more concentrated solutions
and for the observed increase in the upper break temperature with increasing PHEMA
concentration.
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Fig. 17. Hydrodynamic (Ry, A) and gyration (Rg, ®) radius of PHEMA coils in 2%
methanolic solution determined by DLS and SAXS, respectively. (From Ref. 44, with per-
mission.)

Analysis of the shape of the orienting potential, which constrains the preferred ori-
entation of the effective axis of internal rotation of the tethered nitroxide, revealed the
presence of two different conformations of the spin-label moiety. In order to explain
these results, the quantum chemical procedure was utilized. The spin-label moiety in the
polymer system was reduced to 4-acetamido-2,2,6,6-tetramethylpiperidine-1-yloxyl
(IT) (spin label plus tether). The molecule was subjected to a search for stable conform-
ers, which resulted in the two minima corresponding to the structures Ila and ITb.*

IIa IIb

The minima can be roughly described as structures containing different chair-like
conformations of the piperidine ring. For the sake of simplicity, the x axis of the
nitroxide axis system was considered to be oriented in the direction of the >N-Oe
bond. This is justified by the natural bond orbital analysis of molecule II performed,
which revealed that the p, orbital of the nitrogen atom is oriented nearly perpendicu-
lar to the >N-Oe bond. Considering that the axis of nitroxide internal rotation is ori-
ented in the direction of the NH-SL bond of the tether, it is easy to calculate the angle
between the x axis of the nitroxide axis system and the symmetry axis of the rota-
tional tensor of the nitroxide using coordinates of the atoms involved. The angles
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B2 = 11° and B,% = 77° for each of the conformers were found by subtracting this
angle from 90°, which are in reasonable agreement with the values B,5 = 15° and
B,S = 85° obtained by MOMD simulations at temperatures close to 190 K, with the
inclusion of the orienting potential. In particular, the value of the angle separating the
two most probable orientations determined by MOMD simulation of the spectra
measured for the lowest temperatures (close to 200 K), 2@, = 60°, agrees very
well with the value of this angle B,° — ;2 = 66° determined by quantum chemi-
cal calculations performed for 0 K.*

We also tried to verify the relative probabilities of occurrence of each conforma-
tion. The MOMD simulation suggests that each conformation occurs with similar
probability. This is due to the symmetry of the potential U(0,p) resulting in equal
probability for each of the extremes. The absolute energy of the optimized conform-
ers as provided by quantum chemical calculations was converted to the relative prob-
ability of occurrence of each of the conformers using the Boltzmann exponential law.
This calculation suggested that conformer Ila is far more preferred than the more
tightly packed conformer IIb. When putting relative energy for conformer ITa equal
to zero, the relative energy of conformer ITb equals = 17 kJ mol~!. This prediction is
strongly affected by the reduced size of the model system subjected to quantum
chemical calculations: intra- and intermolecular interactions between polymer chain
segments and the effects of interactions with solvent were not taken into account.
These effects could increase the probability of occurrence of the more tightly packed
conformer IIb. The appearance of two well-separated maxima of the orienting poten-
tial indicates that the conformational transitions between Ila and IIb in the tempera-
ture range 190—280 K are slow with respect to the ESR time scale.

At temperatures above the upper break temperature, the strength of steric interac-
tion decreases and the probability of occurrence of the more tightly packed confor-
mation IIb decreases. The orienting potential diminishes and the nitroxide rotation
can be characterized by a simple Brownian axially symmetric rotational diffusion
characterized by the rotational parameters given in Fig. 16 and by the angle B close
to 40°. The presence of the conformations revealed by these calculations can be
accepted as an explanation of the experimental data only, provided that the effects
omitted in the calculations, in particular the neglect of solvent effect and of interac-
tions mediated by polymer chain(s), would increase the probability of occurrence of
the more tightly packed nitroxide conformation.

4.6. Comparison with Other Techniques

When comparing various mentioned techniques used for characterization of local
segmental dynamics in polymers, only NMR techniques do not require the presence
of any label that can affect the chain dynamics; on the other hand, its applicability
requires appearance of suitable lines in the NMR spectrum of the polymer ('3C
enrichment is frequently needed). The presence of a bulky chromophore label
bonded in the main chain, which was required when applying the fluorescence tech-
nique, affects both main-chain conformation and dynamics in the vicinity of the
“signal” group significantly. The ESR technique requires the presence of a spin label,
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which is usually attached to a short side chain; the volume and structure of the spin-
label-bearing chain unit is usually very similar to the volume and structure of the
main-chain units. Information on the local main-chain dynamics is extracted from
the parameters characterizing the anisotropic rotational diffusion of the label. The
ESR spin-label technique is applicable to polymer systems (copolymers, gels)
regardless of their complex chemical structure, provided that a suitable method of
spin-label attachment is found.

5. CONCLUSIONS

Investigation of local dynamics in some polymer systems using the ESR spin-label
technique at various stages of development has been reviewed. The review shows that
interpretation of experimental ESR data, based on the currently available theoretical
models, can provide both data complementary to some other experimental tech-
niques and data that clarify some newly observed effects.
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1. INTRODUCTION

Since the development of stable free nitroxide radicals by Hoffmann and Henderson'
and the Rozantsev group? in the 1960s, spin labeling has found its main field of appli-
cation in the biosciences.’ However, the potential of spin labeling in materials science
was already recognized early, as evidenced by book chapters on liquid crystals by
Seelig® and on synthetic polymers by Miller.* Later work on synthetic polymers has
been summarized in several reviews.® Nowadays polymer-related materials science
often concentrates on systems that are not fully described by classical polymer physics.
Such systems exhibit self-organization to mesoscopic structures with features on length
scales between a few nanometers and a few micrometers. Concepts of colloid science
are then of interest for their description. Many of these systems are hybrid materials
made up of incompatible components that would normally segregate, but form disper-
sions when compatibilizers, such as surfactants, stabilize the interface. Self-organiza-
tion and the structure at the interface usually depend on a balance between several
supramolecular interactions whose energies are close to thermal energy. Examples are
hydrogen bonds, electrostatic interactions, and 7 stacking of aromatic systems. If sol-
vents are present or used during preparation of the material, their interaction with the
macromolecular component may also play a role.

This wealth of relevant interactions leads to a complex behavior. To optimize
material properties for a given application, we need to understand which interactions
dominate, which structures form, and which dynamical processes take place under
certain conditions; this goal is not easily achieved by techniques that obtain average
information from the bulk of the material. Needed are techniques to probe specific
sites that are known or suspected to govern dynamics and structure formation. This
is a task for which spin labels and spin probes are well suited.

The complexity of the materials also requires that information other than rotational
dynamics of the nitroxide radical be collected. In particular for spin probes, which are
not covalently bound to the site of interest, one needs additional information to verify
their location. In general, information on the spatial distribution of the probes or labels
is of interest. Method development therefore aims to provide tools for obtaining as
much information as possible about the vicinity of a nitroxide radical. In application
work, the goal is to obtain exactly the information required for solving the given prob-
lem with minimum effort. Analyzing the line shape of continuous wave electron spin
resonance (CW ESR) spectra as in classical spin-labeling methodology>~ !° remains
the starting point for all such work. Explicit consideration of exchange broadening'
can yield additional information from such spectra. Where necessary, CW ESR at X-
band frequencies of =~ 9.6 GHz is complemented by high-field ESR'? or by pulsed
ESR'? and double-resonance techniques (see also Chapter 2).

This chapter describes the basic concepts used when applying such a combination
of ESR techniques to spin labels and probes in complex macromolecular materials.
Ilustrative examples are taken from our own work. The chapter is organized as fol-
lows: Section 2 discusses which systems should be studied with covalently bound
labels and which systems with spin probes. Also considered are the choice of the
tether that connects the spin label to the macromolecule and the optimum choice of
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spin probes. Section 3 is devoted to macromolecules in solution. Solution ESR some-
times cannot provide all the required information, hence also considered are how the
distribution of conformations in frozen solution is related to the dynamic equilibrium
between conformations in liquid solution. The concepts are illustrated by work on
polyelectrolytes and on concatenated macrocycles that consist of both flexible and
rigid parts. Section 4 is focused on characterizing the nanostructure and addressing
interfaces in mesoscopically structured materials by surfactant spin probes or ionic
spin probes. This is a versatile approach that was applied to polymer latices, ionic
clusters in block copolymer-based ionomers, and nanoporous polymers.

2. STRATEGIES FOR SPIN LABELING AND PROBING

2.1. When to Label and When to Probe

Spin probes are free radicals or paramagnetic transition metal ions that are admixed to
the system of interest, while spin labels are stable free radicals that are covalently bound
to a macromolecule of interest. Spin labeling thus involves modification of the synthesis
of the material and some modification of its structure. Suitable spin probes are often
commercially available, so that spin probing typically requires less effort. If a question
can be answered either by labeling or probing, probing is thus the technique of choice.

However, in many cases the problem dictates which of the two approaches is more
appropriate. Generally, covalently bound labels are suited for characterizing struc-
ture and dynamics of individual macromolecules. Examples are dynamics of a poly-
mer chain end or the distribution of end-to-end distances of a polymer chain. Spin
probes are suited for characterizing the collective behavior of molecules or, to use a
more fashionable term, supramolecular behavior. For example, in a pure polymer,
spin probes reside in the voids that make up the free volume.® The characteristic tem-
perature of nitroxide mobility, Ts, g (see Chapter 1) for spin probes thus depends on
the size of the probe and the size distribution of free volume voids. As this size dis-
tribution in turn depends on the structure of the polymer, the relation of Ts, g to the
glass transition temperature, T,, of the polymer is not linear, even when comparing
the same spin probe in different polymers. However, if the same probe is used, 75 g
does exhibit some correlation with T,,. Therefore, it is often (somewhat incorrectly)
being referred to as an ESR 7.

The main fields of application for spin probes are complex materials that consist
of different components. Often, suitably selected spin probes can be used as tracers
for one or even several of these components. Examples of such components are the
counterions of polyelectrolytes'*! or ionomers?*2* and surfactants.>>=° This
approach may also involve synthetic effort, as the spin probe should mimic the com-
ponent of interest as closely as possible; otherwise it might distribute in the material
in a different way or it might even perturb the structure. To avoid the latter compli-
cation, one should use the smallest fraction of probe molecules that provides a suffi-
ciently large signal in the intended experiments. It is good practice to consider,
estimate, and discuss possible perturbations introduced by probing or labeling.
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2.2. Spin Labeling

A spin label is usually a nitroxide radical with one of the structures shown in Fig. 1
that is linked to the macromolecule by a tether. Nitroxides of TEMPO type (Fig. la)
are most affordable and are commercially available with the broadest range of linker
groups R. Their disadvantage is the conformational freedom of the saturated six-mem-
bered ring, which leads to a distribution of the position of the N-O bond from the
point of attachment to the macromolecule. In addition, it introduces a motional
process that is characteristic for the label itself rather than for the macromolecule.
These disadvantages are negligible if disorder of the structure implies spin-to-spin dis-
tance distributions that are much broader than the one arising from label conformation
and if dynamics is studied in a temperature range where large-angle excursions of the
N-O bond occur on the time scale of CW ESR (= 3.5 ns). If high precision of distance
distributions or stronger coupling of nitroxide motion to motion of the macromolecule
are required, nitroxides of the PROXYL type (Fig. 1b) and, in particular, of the dehy-
dro-PROXYL type (Fig. 1c) are better suited. The most rigid attachment of a nitrox-
ide to an alkyl chain is achieved in the DOXYL type (Fig. 1d) for which the z axis of
the molecular frame of the nitroxide is fixed and almost parallel to an all-trans alkyl
chain. Unfortunately, DOXYL labeling is synthetically much more involved than
TEMPO or PROXYL labeling and is thus restricted to special cases.

For TEMPO and PROXYL labels, there is some choice of linker groups and tether
lengths. A minimum tether length may be required in proteins to allow for packing of
the nitroxide side group into the folded protein structure. In contrast, structures of
synthetic materials are not usually so closely packed that they are easily perturbed by
a side group with a size of = 6 X 6 X 6 A3. To provide best coupling to the macro-
molecule, the tether should thus be as short and rigid as possible. Ester and amide
linkages combine this requirement with relatively simple and reliable synthetic pro-
cedures. The amide linkage allows for less conformational flexibility of the tether
and thus leads to a simplification of the spectra.’!

An important consideration in spin-labeling strategies is the radical functionality of
the nitroxide, which complicates further synthesis steps and product characterization
(by introducing considerable line broadening in NMR). Nitroxide radicals are stable
under ambient conditions, but may cause side reactions in many standard approaches
of organic or polymer synthesis. For example, it is well known that nitroxides interfere
with radical polymerization by forming thermolabile coupling products with chain rad-
icals.?? Nitroxides are also sensitive to reduction; for example, they are reduced to
ESR-silent hydroxylamines by ascorbic acid. In most cases, the hydroxylamines can be
reoxidized by air or Cu®" ions to nitroxides, however, DOXYL-type hydroxylamines
may undergo irreversible hydrolysis to ketones.** These complications strongly sug-
gest that spin labels be introduced as late as possible in the synthesis of a material.

2.3. Spin Probing

Many nanostructured polymer materials form by self-assembly based on noncovalent
interactions.The very same interactions can be used for directing a spin probe to the site
of interest. The coupling of the spin probe to its vicinity is then dominated by the same
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interactions that govern structure formation and structural dynamics, and a spin probe is
particularly well suited to characterize these interactions. By using a set of different
probes, it is furthermore possible to study different sites and thus different aspects of the
same material.”® For this purpose, probes will be classified according to their size and
polarity.’

2.3.1. Hydrophobic Probes. The nitroxide functionality itself is hydrophilic, while
the five- or six-membered hydrocarbon rings with their four methyl substituents are
hydrophobic. In the absence of further substituents (e.g., TEMPO, structure in Fig.
la with R = H), a nitroxide is thus slightly amphiphilic. TEMPO is therefore soluble
in water at a concentration sufficient for recording a good CW ESR spectrum in 1
min. However, hydrophobicity dominates, as demonstrated by the strong preference
of TEMPO for the hydrophobic polymer over the aqueous serum in polymer disper-
sions.?® By enlarging the hydrophobic part, this tendency can be increased and water
solubility may be lost. A possible application would be selective addressing of the
hydrophobic block in an amphiphilic block copolymer.

2.3.2. Hydrogen-Bonding Probes. All nitroxides are hydrogen-bond acceptors.
Hydrogen bonding to the N-O group causes changes in the energies of molecular
orbitals, so that the g-tensor changes, with the g, component being most affected.
The polarity of the matrix also influences g,, but in addition has an effect on the
hyperfine coupling along the z axis of the molecular frame. The two contributions
can be unraveled by high-field ESR.>*3¢ Probes, such as TEMPOL (R = OH in
Fig. 1a), can act as hydrogen-bond donors. Such probes may thus have a slight pref-
erence for attachment to hydrogen-bond acceptors,?® and may therefore be coupled
to the relaxation modes of a macromolecule.?¢

2.3.3. Ionic Probes. Ionic probes (Fig. 2) are generally better suited than hydrogen-
bonding probes for selectively addressing a site in a complex material, because the
energy gain in forming a single hydrogen bond is always smaller than the thermal
energy, while the interaction of multivalent ions with a sufficiently strong electrostatic
potential may exceed the thermal energy. Strong electrostatic potentials are found near
charged surfaces and interfaces®*2% as well as in the vicinity of polyelectrolyte
chains.'*!° Of the commercially available ionic probes, Fremy’s salt dianion (Fig. 2a) is
particularly well suited for studies in solution, as the lack of protons in the molecule
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Fig. 1. Structures of the most common classes of nitroxide spin probes and labels. (a)
TEMPO-type nitroxides. (b) PROXYL-type nitroxides. (¢) Dehydro-PROXYL-type nitrox-
ides. (d) DOXYL-type-nitroxides.
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leads to narrow lines and thus to a higher sensitivity of the line shape to intermolecular
interactions. Further advantages are the smaller size compared to other nitroxides, and
the high charge density and low tendency for specific complexation of the charge-carry-
ing sulfonate groups. Disadvantages of Fremy’s salt are a low solubility in most solvents
other than water, and a low stability at pH < 8 as well as at very high pH.

Other suitable anionic spin probes are TEMPO-4-carboxylate (Fig. 2b) and
TEMPO-4-phosphonoxylate (Fig. 2c). Note that these probes exist in their charge-
neutral acid form at too low pH. They are more easily incorporated into solid macro-
molecular materials than Fremy’s salt. Negatively charged interfaces or polyelectrolyte
chains can be addressed by the probe Cat-1 (Fig. 2d). In solid materials consisting of
separated charged and unpolar domains, spin probes of either charge attach to the
charged domains. In solution, it is necessary to use probes with a charge opposite to the
one of the site of interest.

2.3.4. Amphiphilic Probes. Self-organization of surfactant molecules and compati-
bilization of polar and unpolar components by surfactants are widely used concepts
in materials science. An understanding of the resulting materials critically depends
on an understanding of the structure and dynamics of the surfactant layer or of sur-
factant aggregates. Spin-labeled surfactants, as shown in Fig. 3, are good tracers for
unlabeled surfactants and can thus yield such information. The n-DOXYL-stearates
(e.g., 5-DOXYL-stearate in Fig. 3a) provide the most informative CW ESR line
shapes, as the label is rigidly attached to the alkyl chain and the z axis of the nitrox-
ide molecular frame is within 5° deviation parallel to the axis of an all-trans alkyl
chain. Ordering and anisotropic rotational diffusion of these surfactant probes is thus
easily detectable.!” Up to a point, --DOXYL-stearates are universally applicable as
tracers for both anionic and cationic surfactants and even for lipids, as they insert into
chemically different surfactant or lipid layers and aggregates. However, there is a
danger to overinterpret the precise information that can be obtained on dynamics and
ordering of an n-DOXYL-stearate molecule by assuming that dynamics and ordering
of the native surfactants are analogous.

This problem is particularly acute for cationic surfactants attached to negatively
charged surfaces, as in polymer—clay nanocomposites.>” In this situation, negatively
charged stearates are poor tracers, as they are held in place by the neighboring
cationic surfactants rather than by interaction with the surface charges. The
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Fig. 2. Structures of ionic spin labels. (a) Fremy’s salt dianion. (b) TEMPO-4-carboxylate.
(c) TEMPO-4-phosphonooxylate. (d) Cat-1.
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Fig. 3. Structure of spin-labeled surfactants. (a) 5-DOXYL-stearate. (b) Cat-16. (c¢) Tail-
labeled n-alkyltrimethylammonium surfactant.

commercially available cationic surfactant Cat-16 (Fig. 3b) is somewhat better
suited. However, attachment of the label at the site of the cationic anchor group is
still expected to change the interaction with the surface compared to the native
surfactants trimethylhexadecylammonium and tributylhexadecylphosphonium.
Specifically designed surfactants, such as the tail-labeled ammonium surfactant
shown in Fig. 3¢, are thus required to study the properties of the probe that are
similar to the properties of the native surfactants.

3. MACROMOLECULES IN SOLUTION

3.1. Choice of Solvent and Temperature

Continuous wave ESR spectra of nitroxide radicals in solution contain information
on rotational dynamics and may contain information on the rate of radical-radical
collisions if exchange broadening is significant (Chapter 1). If the conformation and
behavior of a macromolecule in a given solvent are of interest, indirect information
can be obtained by studying how spectra change with solvent variation. Examples are
polyelectrolytes whose behavior in aqueous solution is the main interest. Neverthe-
less, analysis of the differences between aqueous solutions and solutions in mixtures
of water with an organic solvent lead to a better understanding of the behavior in pure
water, 141618

In the context of ESR studies on macromolecules, four solvent properties are of
main interest. First, the viscosity of the solvent directly influences the rotational cor-
relation time T,. A rotational correlation time of =~ 3.5 ns provides X-band (9.6-GHz)
spectra that are most sensitive to details of the rotational motion (restrictions,
anisotropy) and to small variations of T,. Hence, it may be advantageous to select a
solvent in which dynamics is as close as possible to this regime. The situation may
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be somewhat different for complex structures in which several motions are superim-
posed. In this case, the viscosity should be adjusted, so that the motional process of
interest dominates the spectral line shape or at least makes a significant contribution.
Such a case?! is discussed in more detail in Section 3.4.

The second important solvent property is solvent quality with respect to the
macromolecule. Depending on solvent quality, polymers adopt different conforma-
tions.3” In a theta solvent, interactions between monomers are canceled by interac-
tions with the solvent, and the polymer thus behaves as an ideal chain with zero
excluded volume. In good and athermal solvents, the polymer behaves as a real chain
with positive excluded volume, that is, it adopts a more loosely packed coil confor-
mation. In poor solvents, the excluded volume is negative and the chain is more com-
pact than an ideal chain. Obviously, these differences in conformation may influence
the mobility of spin labels and of spin probes interacting with the chain. Both solvent
quality and viscosity depend on temperature. For example, many solvent—polymer
pairs have a theta temperature at which ideal-chain behavior is adopted.

The remaining important solvent properties are polarity and ability to act as a
hydrogen-bond donor. If there is a contrast in these properties between the solvent
and the polymer, precise measurements of the hyperfine splitting and the g-value (at
high field) can provide information on whether the nitroxide moiety is solvated or
surrounded by polymer chains. Such approaches have recently become popular in
studies of protein structure®** and appear underutilized in polymer science.

3.2. Frozen Solutions

Measurements of label-to-label distances and label-to-nucleus distances depend on
dipole—dipole couplings between spins. As these couplings are averaged in liquid
solution, distance measurements have to be performed in the solid state. In many
cases, however, one is interested in the structure in solution. As ESR techniques do
not require long-range order, they could provide information on solution structure if
this structure could be preserved during freezing of the solution. The best approxi-
mation of a solution structure by a solid-state structure is obtained by a freeze-
quenching, if the solvent forms a glass. Within a few tens Kelvin (K) around the glass
transition temperature (7,), correlation times change by eight orders of magnitude.
One may thus assume that on the time scale of ESR measurements there is a dynamic
equilibrium of polymer chain conformation significantly above T, while the distri-
bution of conformations is static below T. This static distribution should then corre-
spond approximately to a snapshot of the equilibrated ensemble at 7.

Some deviations from this simple approximation should be considered. In a
glassy system, motions on different length scales may be frozen at different tem-
peratures, so that there may be no exact correspondence between a freeze-
quenched structure and a solution structure at a given temperature. Strain that is
built up during vitrification of the matrix may lead to some distortion of local
structure. Although these effects may have to be kept in mind, they probably cor-
respond to small conformational changes compared to the diversity of an ensemble
of conformations in solution. Generally, deviations from the approximation can be



MACROMOLECULES IN SOLUTION 173

minimized by a rapid freeze-quench. By shooting small droplets into cold isopen-
tane, solutions can be vitrified on a time scale of a few milliseconds.3%3°

3.3. Polyelectrolyte—Counterion Interactions

Polyelectrolytes are macromolecular substances that are soluble in water or other
ionic solvents and dissociate into macromolecular ions that carry multiple charges
(polyions) together with an equivalent amount of ions of small charge and opposite
sign. The polyion chains can exhibit complex behavior in solution, since entropic
effects and electrostatic interactions within the chain and with the counterions
influence chain conformation in different ways. Suppose for the moment that a
polyelectrolyte with high charge density of the polyion dissociates completely.
Repulsion of the like charges on the chain may overcompensate the entropic
penalty associated with stretching the chain. Compared to an uncharged macro-
molecule with similar intrinsic flexibility, the polyion will thus have an enhanced
persistence length.

On a sufficiently short length scale, the polyion can thus be considered to be lin-
ear (Fig. 4). The radial distribution of the dissociated counterions around such a lin-
ear charged chain can be computed by a Poisson—Boltzmann approach.** The
dielectric permittivity of the solvent as well as temperature can be considered by an
electrostatic screening length called the Bjerrum length Ag. The electrostatic poten-
tial of the polyion is then described by the Manning parameter &y = Ap/b, where b is
the charge spacing (Fig. 4). When computing the radial distribution of counterions of
charge z, a singularity appears for &y = 1/1zl. The physical interpretation of this sin-
gularity is that only a fraction § = 1/y; of the counterions can be dissociated. The
remaining counterions are condensed to the chain, thus reducing the effective spac-
ing of uncompensated charges on the polyion to the Bjerrum length. In this picture of
Manning Counterion Condensation, three types of counterions can be distinguished:
(1) condensed or site-bound ions, (2) territorially bound ions that feel a significant
electrostatic interaction with the polyion, and (3) free ions that do not interact with
the polyion.
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Fig. 4. Model of a stretched positively charged polyelectrolyte chain with charge spacing b
and site-bound (labeled) and territorially bound counterions with charge z~.
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This relatively simple description is valid only if the effective linear charge density
e/ of the polyion is still sufficient to overcome the entropic tendency of the chain to
coil. Otherwise, the relation between chain conformation and counterion distribution
becomes rather complex. In the regime close to full stretching of the chain, one can
consider a worm-like chain model and apply the linearized Poisson—Boltzmann equa-
tion and a simple screened Coulomb potential to compute an electrostatic persistence
length that adds to the persistence length of the uncharged polymer.*'*> Experimental
tests of this Odijk—Skolnick—Fixman theory have demonstrated, however, that it pre-
dicts a wrong scaling behavior of the persistence length for flexible polyelectrolytes.
The concept of an electrostatic persistence length was applied to flexible polyelec-
trolytes in a combined experimental and theoretical study based on light scattering
and numerical computations based on a mean-field approach.** Although qualitative
agreement was obtained for the scaling of the electrostatic persistence length with
ionic strength, persistence lengths were found to be shorter than predicted. Further-
more, the chain-length dependence of the electrostatic persistence length is not suc-
cessfully predicted by this theoretical approach. To date, the interplay between chain
conformation and counterion distribution cannot be described quantitatively by any of
the existing theoretical approaches.

While at least some information on chain conformation can be gained from
scattering techniques, information on counterion distribution and on molecular
details of the interaction of counterions with polyelectrolytes is difficult to obtain
with established techniques of polymer characterization. In contrast, ESR spec-
troscopy of ionic spin probes allows for a direct observation of the counterions,
and is sensitive to structure on length scales between a few angstroms and a few
nanometers and to dynamics on time scales between 10 ps and 1 ps. For such stud-
ies, Fremy’s salt dianion (FS?>, Fig. 2a) was found to be particularly well
suited.!4 161819 A 0.5 mM aqueous solution of FS?>~ in the absence of polyelec-
trolyte exhibits a spectrum with three narrow lines of almost equal amplitude, cor-
responding to motion in the fast limit with a rotational correlation time of < 10 ps
(Fig. 5a). Addition of poly(diallyldimethylammonium chloride), PDADMAC, at a
20-fold excess of polyelectrolyte repeat units over FS?~ counterions, causes line
broadening (Fig. 5b). From the differences in amplitude between the three lines,
it can be concluded that the rotational diffusion of the counterion is slowed down
by interaction with the polyelectrolyte. Closer inspection reveals that the relative
amplitudes cannot be explained by isotropic tumbling nor by tumbling about the
C, symmetry axis of the FS?~ counterions. Rather, the preferred axis of rotation
is almost parallel to one of the probe N-S bonds (Fig. 5c¢). Motion about this axis
is 15 times faster than about axes perpendicular to it. Even larger ratios are found
in mixtures of water with ethanol, N-methylpropionamide, or glycerol. This sym-
metry breaking suggests that electrostatic site attachment is mediated by only one
of the two charged groups of FS?~.

Rotational diffusion about the fast axis is on a time scale of a few tens of
picoseconds, while rotation about the slow axes is still on a subnanosecond time
scale in water, and on a time scale of a few nanoseconds in mixtures of water with
organic solvents.** The spectra can be simulated nearly perfectly without assuming
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a distribution of rotational correlation times. This excludes the existence of a frac-
tion of free counterions, as these should have nearly the same rotational correlation
time as FS?* anions in pure water. Furthermore, rotational diffusion is not signifi-
cantly different for site-bound and territorially bound counterions, otherwise a
bimodal distribution of rotational correlation times would be expected. As it appears
unlikely that in water all FS* ions are site bound and would still have rotational cor-
relation times in the subnanosecond range about all axes, we have to assume a
dynamic equilibrium between site- and territorially-bound counterions. Exchange
between the two fractions must be sufficiently fast to average the rotational diffu-
sion tensor. This corresponds to a dynamic electrostatic attachment of the counteri-
ons with a lifetime of the site-bound state of < 1 ns. The slowdown of rotational
dynamics by dynamic electrostatic attachment can be more precisely characterized
in a water—glycerol mixture, since due to the higher viscosity of the solvent, the cor-
relation times are closer to the transition between the fast and slow tumbling
regimes.'> In this solvent, one observes a stronger dependence of 7, on the ratio R
between spin probe and polyelectrolyte concentration than in a mixture of water
with N-methylpropionamide. In both cases, the dependence is linear with negative
slope, but the slope is six times larger in the water—glycerol mixture. This suggests
that the lifetime of the attached state is longer in more viscous solvents.

Electron spin echo envelope modulation (ESEEM) modulation experiments were
performed on shock-frozen solutions of FS>”/PDADMAC in a glycerol-water mix-
ture to determine the geometry of the site-bound state and the fraction of site-bound
counterions.'® The depth and decay of the N nuclear modulation depend on the dis-
tance of closest approach between the N-O group of the FS?>~ anion and the quater-
nary nitrogen in the PDADMAC repeat unit to which the counterion is attached. The
depth additionally depends on the fraction of FS?>~ anions that have a quaternary
nitrogen atom in their close vicinity. The best fit is obtained for an average number
of 0.2 quaternary nitrogens in a shell of closest approach that is located 0.43 nm from
the N-O bond (Fig. 5c¢). This distance agrees well with the expectation for a contact
ion pair (0.4 nm).

The dynamic electrostatic attachment leads to a enhanced concentration of mobile
FS? counterions close to the polyelectrolyte chain. This causes an increased number
of collisions between the spin-carrying ions and thus exchange broadening of the
lines.'*!%19 As counterion concentration depends on the radial distance » from the
chain, this broadening is expected to be different for counterions close to the chain
and counterions far from the chain. Such a distribution of line widths is indeed
detected as a deviation of the line shape from the derivative Lorentzian line shape
expected for a uniform counterion concentration ¢ (Fig. 6a). Different models for the
radial distribution of the counterions can be tested by fitting this line shape.'” A
simple exponential decay c(r) = cqexp(—kr) does not fit the line shape (Fig. 6b).
Better fits are obtained when a power law c(r) = ¢y~ ?¥ is assumed for distances
r > 0.4 nm, as suggested by the charged cylindrical cell model*® for the distribution
of counterions around a linear chain. The best fit in water—ethanol is obtained with
vy = 1.0021, close to the regime of saturated counterion condensation (y = 1) in that
model. In water—N-methylpropionamide Y = 1 provides the best fit (data not shown).
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Hence, the experimental data are consistent with the charged cylindrical cell model.
The chain thus appears to be stretched on the length scale of the few nanometers
probed by the ESR experiments.

As the water—ethanol mixture has lower permittivity (¢ = 50) than water (¢ =
80), while the water—N-methylpropionamide mixture has higher permittivity (& =
140), it is somewhat surprising that ESR spectra for FS?>~ counterions in an aqueous
solution of PDADMAC are not consistent with the charged cylindrical cell model.
The most likely cause for the failure of the model for pure water are differences in
solvation of the polyelectrolyte chain compared to the mixed solvents. The organic
components of both solvent mixtures feature ethyl groups that are better suited than
water for solvating the hydrophobic parts of the PDADMAC chains. They may thus
prevent a local hydrophobic collapse of the chain.

To probe the counterion distribution on a length scale between 1.8 and 5 nm, double
electron—electron resonance (DEER) measurements were performed in shock-frozen
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Fig. 5. Dynamic electrostatic attachment of Fremy’s salt dianion to PDADMAC. (a) The CW
ESR spectrum (=9.6 GHz) of a 0.5-mM solution of FS?>~ in pure water. (b) Spectrum after
addition of PDADMAC with a concentration of 10-mM repeat units. (c) Model of the site-
bound state derived from the rotational diffusion tensor and from '“N ESEEM measurements
in frozen solution.
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Fig. 6. Radial distribution function of counterions and exchange broadening in CW ESR
spectra. (a) The experimental line shape of 0.5 mM FS?>~/ 8 mM PDADMAC in water—glyc-
erol (solid line) cannot be fitted without considering exchange broadening (dotted line). (b) Fit
residuals for the central line in the spectrum of 0.5 mM FS*7/7.5 mM PDADMAC in
water—ethanol assuming different radial distribution functions c(r). (¢) Spectrum (top trace)
and fit residual (bottom trace) for c(r) r—2 for 0.5 mM FS?~/ 7.5 mM PDADMAC in
water—ethanol. (d) Spectrum (top trace) and fit residual (bottom trace) for c(r) r~2 for
0.5 mM FS?~/7.5 mM PDADMAC in pure water.

solutions of FS?~ in a water—glycerol mixture, varying the concentration of added
PDADMAC polyelectrolyte.'d In the absence of polyelectrolyte, data are well fitted by
a homogeneous spatial distribution in three dimensions. This is also the case at high
polyelectrolyte concentration. In the presence of polyelectrolyte, a higher local
concentration of FS?~ is found. At low polyelectrolyte concentration, the DEER decay
deviates strongly from the exponential decay expected for a homogeneous spatial dis-
tribution, and can be fitted by a homogeneous distribution along only one dimension
(linear distribution). At intermediate polyelectrolyte concentrations a superposition of
a linearly and a spatially distributed fraction fits the data. This behavior suggests an
electrostatic persistence length that exceeds the length scale of the DEER experiment.
For counterions distributed in a polyelectrolyte coil, one might expect a distribution
with dimension 2 (Gaussian coil), but certainly not with dimension 1. The DEER data
are thus consistent with the model of a locally stretched chain that was applied in the
analysis of exchange broadening in solutions of FS>~ and PDADMAC in mixtures of
water with ethanol or N-methylpropionamide.
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Both CW ESR and DEER experiments were also applied to FS?~ ions in solutions
of weakly charged rigid polyelectrolytes.'® These polyelectrolytes are coordination
polymers consisting of Ru?>" ions separated by rigid spacer groups with two coordi-
nating terpyridyl groups. Again, dynamic electrostatic attachment of the counterions
is observed. Interestingly, the CW ESR experiments reveal a slightly different type of
rotational motion. In this case, where the repeat unit carries two positive charges and
the next charged repeat unit is > 1 nm away, the preferential axis of rotation is the C,
axis of the FS?~ molecule. Apparently, in this situation the counterion attaches to the
polyelectrolyte with both charged groups. The pair correlation function of the coun-
terions obtained by the DEER experiment exhibits distinct peaks at distances corre-
sponding to the Ru>*" —Ru?* separation in the coordination polymer. The full width
at half-height of these peaks varies between 0.5 and 1 nm, while molecular dynam-
ics simulations suggest that the Ru>" —Ru?* separation varies by < 0.1 nm. Such
smearing of the counterion peaks is expected, since the charge of the Ru*>" ions is
shielded by the coordinating terpyridyl units and the electrostatic nature of the
attachment does not give rise to a fixed ion—ion distance.

No evidence for electrostatic cross-linking of the PDADMAC chains was found with
the small FS?~ counterion. A different situation was encountered with the triarylmethyl
(TAM) trianion radical (Fig. 7a) as a spin carrying counterion.!” In this case, addition of
a small amount of polyelectrolyte (10 repeat units per counterion) to a solution of
TAM?~in water—glycerol causes strong line broadening in echo-detected high-field ESR
spectra. Further addition of polyelectrolyte leads to a reduction of line broadening, and
at a ratio of 350 repeat units per counterion the line shape almost matches the one
observed in the absence of polyelectrolyte. The line shape at the lowest polyelectrolyte
concentration can be modeled by assuming that 60% of all TAM>~ ions have a nearest
neighbor at a distance as short as 1.4 nm. This distance coincides remarkably well with
the distance of closest approach of two TAM>™~ anions along their respective C, sym-
metry axes. At higher polyelectrolyte concentration, the distance of closest approach
changes only slightly, to = 1.5 nm, while the fraction f of densely packed counterions
decreases linearly with ratio R between the concentration of spin carrying counterions
and concentration of PDADMAC repeat units (Fig. 7b). These findings exclude a homo-
geneous spatial distribution of counterions as well as a homogeneous one-dimensional
distribution along a stretched chain, and suggest that the TAM®~ counterions cluster
when binding to PDADMAC. Such clustering may be expected as a consequence of
cross-linking of the polyelectrolyte chains by TAM? counterions. Once two locally
stretched polyelectrolyte chains are attached to the same TAM?~ ion, they offer favor-
able sites for cross-linking by additional ions. Attachment of further trianions at such
sites provides almost the same gain in enthalpy due to optimization of electrostatic inter-
actions as at any other site, but does not require such a large reduction in entropy, as the
chains are already close to each other.!’

3.4. Coconformation and Motional Modes in [2]Catenanes

The quest for functional nanomaterials is one of the most exciting current trends in
macromolecular science. Nanomachinery does exist in Nature, where proteins with
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Fig. 7. Physical cross-linking of PDADMAC by large rigid organic counterions TAM?3~.
(a) Structure of the TAM>™ ion. (b) Fraction of clustered TAM>~ counterions as a function of
the ratio R of TAM3~ concentration to PDADMAC repeat unit concentration.

dimensions between 3 and 10 nm are the devices that perform the basic steps in trans-
port of matter, metabolism, or information processing. In the past few years, the mech-
anisms of such steps have been elucidated for quite a few proteins. These mechanisms
are almost invariably linked to well-defined structural transition of the protein, which
is in turn based on the combination of rigid (a-helices, B-sheets) and flexible (Ioops)
building blocks in protein architecture. Such a combination of rigid and flexible build-
ing blocks may also be one of the design requirements for synthetic nanodevices. As
a basis for rational design of molecules with well-defined structural transitions, we
need to understand how the rigid and flexible building blocks of macromolecules
move with respect to each other.

This question is encountered, for example, in [2]catenanes, which consist of two
concatenated macrocycles (Fig. 8). The motion of the two macrocycles is constrained
by the concatenation, that is, the macrocycles cannot separate from each other and
may collide during rotational diffusion. Additional effects may constrain the relative
motion. For example, the flexible alkyl chains might coil or even collapse. The two
macrocycles would then be locked in a compact relative conformation. A similar lock
of the coconformation may occur due to m-stacking of the rigid building blocks. To
test whether such additional effects constrain the relative motion of the two macro-
cycles, we performed four-pulse DEER measurements on doubly spin-labeled
[2]catenanes.*® As the distance r between the two labels depends on the relative ori-
entation (coconformation) of the two macrocycles (Fig. 9a), different distance distri-
butions are expected for the situation in which the whole coconformational ensemble
is sampled, and the situation where the macrocycles are locked. To model the former
situation, we consider the simplified geometric model of the [2]catenane shown in
Fig. 9a. The macrocycles are modeled as circular rings, whose planes include an
angle 0, and whose centers are translated by a vector T. The translation is limited by
the concatenation constraint, which depends on angle 8. The position of the labels on
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Fig. 8. Building blocks and motional modes in a [2]catenane. (@) Rigid and flexible building
blocks of a spin-labeled macrocycle. (b) Schematic structure of the singly labeled [2]catenane
and types of motions. (¢) Schematic structure of the spin-labeled macrocycle. (d) Schematic
structure of the spin-labeled rigid part of the macrocycle.

the circular ring are parametrized by angles &; and &,. To compute the label-to-label
distance distribution, averaging over the possible ranges of 8 (0—90°), &, and &,
(0—360°) and over all translation vectors allowed by the concatenation constraint is
necessary. The length L of the tether of the nitroxide spin label was estimated as 0.93
nm, from a force-field calculation. Thus, the only free parameter of this model is the
effective radius r.y of the macrocycle. By equating the contour length of the
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Fig. 9. Characterization of the coconformational distribution of a [2]catenane by DEER meas-
urements. (a) Simplified geometrical model of the [2]catenane consisting of two circular
macrocycles to which spin labels are attached by a tether with length L = 0.93 nm. (b)
Experimental four-pulse DEER trace (dots) of the [2]catenane in frozen chloroform and fit by
the simplified geometrical model (solid line) giving an effective radius r. = 1.50 nm for the
macrocycle.

macrocycle and the circumference of the circular ring, an approximate value of r
can be predicted.

Despite the considerable simplification of this model with respect to the true molec-
ular geometry, it fits experimental DEER data for [2]catenanes with macrocycles of
three different sizes in frozen chloroform. An example for the fit quality is shown in
Fig. 9b. The best fit for this [2]catenane, corresponding to the structure in Fig. 8, is
obtained with r.; = 1.50 nm, while the contour length would suggest 7.4 = 1.75 nm.
For the [2]catenanes with smaller and larger macrocycles, the best fits also give 7.4 val-
ues that are smaller than the predicted values, indicating perhaps that the alkyl chains
are not fully extended. However, the trend of the experimental r values well repro-
duces the expected trend. In contrast, experimental DEER data are not well fitted and
the variation of experimental 7. values with the size of the macrocycle does not agree
well with predictions from contour length for the same series of [2]catenanes in glassy
frozen o-terphenyl. In particular for the medium-sized and largest macrocycle, we find
much too small effective radii. This suggests that the alkyl chains are not expanded in
o-terphenyl, which is not as good a solvent for aliphatic hydrocarbons as chloroform.
The good agreement of the simplified geometric model for [2]catenanes in frozen chlo-
roform indicates that in this solvent the relative movement of the two macrocycles is
hindered only by the concatenation constraint.

These measurements in frozen solution can answer the question of whether all
coconformations are accessible, but it cannot provide an estimate of the time scale
of the relative motion of the macrocycles. To obtain such an estimate, we analyzed
CW ESR spectra of the [2]catenanes in terms of the rotational diffusion of the
nitroxide spin label. This approach requires interpretation of label motion in terms
of the different possible motional processes in the [2]catenane (see Fig. 8b). To
simplify the interpretation, measurements were performed not only on the singly
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labeled [2]catenane, but in addition on a singly labeled macrocycle (Fig. 8c¢), a
single-labeled angular rigid building block of the macrocycle (Fig. 84), and on a
doubly labeled [2]catenane. At high or moderate viscosity, the spectra of all singly
labeled compounds are virtually indistinguishable; hence we can conclude that
tether motion is the dominating contribution. In chloroform at a temperature of
325 K, where viscosity is low, the spectra are distinguishable and can be fitted by
assuming an axial rotational diffusion tensor. The tensor component perpendicu-
lar to the fast axis decreases only by a factor of 0.8 when going from the angular
rigid building block to the macrocycle and by another factor of 0.73 when going
from the macrocycle to the [2]catenane. According to the Stokes—Einstein equa-
tion, the effective radius of the reorienting unit is proportional to the inverse cubic
root of the rotational diffusion coefficient. The effective radius thus increases by
only a factor of 1.08 when going from the angular block to the macrocycle, and by
another factor of 1.1 when going from the macrocycle to the [2]catenane. This
result suggests that motion of the angular rigid building block is only slightly hin-
dered in the macrocycle and [2]catenane. In other words, the flexible alkyl chains
appear to allow for an almost independent reorientation of the rigid angular block.
The rotational correlation time corresponding to the slow axes is 0.33 ns for the
[2]catenane.

In the spectrum of the doubly labeled [2]catenane, we observe significant
exchange broadening with respect to the singly labeled [2]catenane (Fig. 10). The
exchange frequency of 20 MHz obtained by fitting the spectrum in Fig 10b implies
that effective collisions between the two nitroxide labels occur on average every 50
ns. As the line shape is purely Lorentzian, we can exclude that there are different
fractions of coconformations with slower and faster exchange frequency. This sug-
gests that the whole coconformational ensemble is sampled at a submicrosecond
time scale. In chloroform, the [2]catenane thus consists of expanded macrocycles
with high internal flexibility that reorient freely with respect to each other on that
short time scale.

4. MATERIALS WITH MESOSCOPIC STRUCTURE: INTERFACES AND
NANOSTRUCTURE

4.1. Polymer Latices

The current strong interest in nanomaterials sometimes hides the fact that the length
scale between 10 nm and 1 um has been utilized in materials science for decades.
Examples are mesoscopically structured inorganic compounds, such as zeolites and
their synthetic counterparts as well as colloids, in particular polymer latices (or
latexes). Such latices typically consist of spherical polymer particles with a size
between a few tenths of nanometers and a few micrometers that are dispersed in an
aqueous serum. The polymerization is usually performed in the presence of surfac-
tants, which also stabilize the latex against coagulation of the polymer particles.
Polymer latices are applied as paints, adhesives, textile and paper coatings, printing
inks, and binders, since they are easier to handle and less polluting than solutions of
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Fig. 10. Experimental (solid lines) and simulated (dashed lines) CW ESR spectra (=9.6 GHz)
of (a) the singly labeled [2]catenane and () the doubly labeled [2]catenane.

polymers in organic solvents, yet can form continuous polymer films of the same
high quality. In contrast to polymer solutions in organic solvents, aqueous disper-
sions contain surfactants and salts. These additional components might potentially
compromise the quality of the final polymer film, hence their behavior during film
formation is of some interest. In many applications, for example, exterior paintings,
Teflon coated frying pans, or car coatings, the final polymer film has to be water-
proof. Rewetting behavior is thus another topic of interest.

Polymer dispersions as well as the final films are multicomponent systems with
many different sites of interest (Fig.11). Spin probes are particularly well suited to
address these sites one by one.? In dispersion, the surfactant spin probes insert into
the sodium dodecylsulfate surfactant layer that covers the polymer spheres, as can be
inferred from the dependence of the rotational correlation time on the 7, of the poly-
mer (Fig. 12). For poly(butylacrylate) with 1% acrylic acid comonomer content
[P(BA)"A], the T, is below ambient temperature and a rotational correlation time of
= 2 ns is found for both the head and tail-labeled surfactant. Both spectra can be ana-
lyzed with the model of microscopic order—macroscopic disorder.'” A fairly high
degree of order ({P,) = 0.56), comparable to the one of solutes in liquid crystals, is
found for the head-labeled surfactant. The higher mobility perpendicular to the chain
axis at the end of the alkyl chain may explain the smaller degree of order for the tail-
labeled surfactant ((P,) = 0.21). Poly(butylmethacrylate) (PBA) and a copolymer of
PBA with 28% methylmethacrylate and 1% acrylic acid (P(BMA)Co2) have T,
above ambient temperature. This results in longer rotational correlation times of the
head-labeled surfactant of = 8—9 ns, and a lower degree of order of the surfactant
layer ({(P,) = 0.3...0.4). The tail-labeled surfactant exhibits bimodal rotational
dynamics, with the slow component corresponding to the spectrum of the same probe
in the dry polymer film. The dynamics of the fast component is similar to that in
PBA, suggesting that a fraction of the surfactant does not insert with the alkyl chain
end into the polymer sphere, but only associates with the surfactant layer.
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Fig. 11. Site selection by different spin probes in an aqueous polymer dispersion (latex). Spin-
labeled surfactants insert into the surfactant layer and may probe insertion of the surfactant tail
into the polymer (16-DOXYL-stearate) or order of the surfactant layer (5-DOXYL-stearate).
The weakly polar probe TEMPO diffuses (dotted arrow) from the aqueous serum into the poly-
mer sphere (gray). More polar probes such as 4-hydroxy-TEMPO and TEMPO-4-carboxylate
reside in the aqueous serum.

The CW ESR spectra of the ionic spin probe TEMPO-4-carboxylate and the
hydrophilic spin probe 4-hydroxy-TEMPO in polymer dispersions are virtually
indistinguishable from spectra in pure water. These probes do not interact signifi-
cantly with the dispersed polymer particles. In contrast, spectra of the weakly polar
probe TEMPO are bimodal, with one component corresponding to the spectrum in
pure water, and the other corresponding to the spectrum in a dry polymer film. The
ratio between the two components depends on the time that has passed after admix-
ing the spin probe to the dispersion. This behavior can be interpreted as diffusion of
the probe TEMPO from the aqueous serum into the polymer particles. By fitting the
time dependence with an appropriate diffusion equation we can calculate diffusion
coefficients D for TEMPO in the polymer particles.?® These diffusion coefficients
also depend on Ty; for T,=320K,D=12X 10715 cm2 s, and for T, = 338 K,
D =~ 0.5 X 10715 cm? s~!. The diffusion coefficient depends somewhat on particle
size, which may be either due to different ageing of the polymer in particles of dif-
ferent size, or to the inhomogeneity of the particle surface.
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Fig. 12. The CW ESR spectra (=9.6 GHz) of surfactant spin probes in aqueous polymer lat-
ices. (a) Surfactant labeled near the ionic head group (5-DOXYL-stearate). (b) Surfactant
labeled near the hydrophobic tail end (16-DOXYL-stearate).

Site selectivity of the spin probes is also observed in the polymer films obtained
by drying the dispersions.>>?® For example, high-field CW ESR spectra differ
strongly for TEMPO and TEMPO-4-carboxylate probes, although both probes are of
approximately the same size (Fig. 13). The spectrum of TEMPO in P(BA)A* can be
simulated by assuming an isotropic rotational diffusion tensor with a rotational cor-
relation time T, = 0.26 ns. In contrast, the spectrum of TEMPO-4-carboxylate in a
poly(fluoroalkyl acrylate) can only be simulated assuming an axial diffusion tensor
with the fast axis parallel to the bisector of the carboxylate group. About the fast axis,
the rotational correlation time is also 0.26 ns, but about axes perpendicular to it, the
correlation time is 3.6 ns. This can be interpreted as immobilization of the probe via
the carboxylate group. The site of attachment are most likely ionic clusters, associ-
ated either with the charged acrylic acid groups of the polymer, or with inverse sur-
factant micelles.

During drying of the dispersions®’ all spin probes go through a regime where the
CW ESR spectrum is a superposition of the spectrum in dispersion (mobile fraction)
and the spectrum in the final film (immobilized fraction). The dependence of the
immobilized fraction on the water content is different for the different spin probes
(Fig. 14a). As expected, the weakly polar probe TEMPO is immobilized first, the
amphiphilic spin probes 16-DOXYL-stearate and 5-DOXYL-stearate at somewhat
lower water contents, and the hydrophilic spin probes 4-hydroxy-TEMPO and
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Fig. 13. High-field CW ESR spectra (=94.2 GHz) of different spin probes in polymer films.
(a) TEMPO in poly(butylmethacrylate) with 1% acrylic acid comonomer (PBA*%). (b)
Motional model for TEMPO in PBA**. (c) TEMPO-4-carboxylate in poly(fluoroalkylacry-
late). (d) Motional model for TEMPO-4-carboxylate in poly(fluoroalkyl)acrylate.

TEMPO-4-carboxylate at the lowest water contents. Even at a water content as low
as 15%, as much as 80% of the surfactant head groups are still mobile.

The spin probes that remain in the polymer film can also be used to study rewet-
ting behavior.?” In films that were formed and kept below the T, polar probes can be
completely remobilized (see, e.g., filled circles in Fig. 14b), suggesting that in such
samples there exists a percolating surfactant network in which these probes are local-
ized. Somewhat surprisingly, no significant remobilization is observed for the sur-
factant probes. Probably the alkyl chains are strongly entangled with the polymer and
loading of the head group region with water is not sufficient to mobilize the whole
molecule. In films that were annealed above the T,, TEMPO-4-carboxylate probes
can still be remobilized completely or almost completely.?’ In contrast, the majority
of 4-hydroxy-TEMPO probes is not remobilized in such samples even after keeping
them fully immersed in water for 6 h (Fig. 14b).

If the water used for rewetting contains the weakly polar probe TEMPO, one
observes its uptake by the polymer by an increase of the immobilized fraction with
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Fig. 14. Behavior of spin probes during film drying and rewetting. (a) Schematic plot of immo-
bilization of different spin probes as a function of water content during drying of PBMA dis-
persion. Solid line: TEMPO-4-carboxylate. Dashed line: 4-hydroxy-TEMPO. Dash—dot—dot
line: 5-DOXYL-stearate. Dash—dot line: 16-DOXYL-stearate. Dotted line: TEMPO. (b)
Remobilization of TEMPOL in rewetted PBMA films (1% acrylic acid comonomer) as a func-
tion of time after immersing the film in water. The film samples were obtained by mere drying
of the dispersion at ambient temperature (filled circles) or by 4 h of annealing of the dried
dispersion at 7/T, = 1.13 (open circles).

time.?” The increase is much faster in films formed and kept below T, than in films
annealed above Ty, thus confirming the hypothesis of a percolating surfactant net-
work, and a large inner surface of the former films.

4.2. Tonomers

Established techniques for polymer characterization, such as small-angle scattering,
have strongly contributed to our understanding of self-organized structures in soft
materials. With increasing complexity of the materials, however, the possibilities of
contrast variation in these techniques may be too limited to provide a complete picture
of the structure. This situation was encountered with ionically end-capped polymers
(ionomers), in which the distance between ion clusters can be estimated from small-
angle X-ray scattering (SAXS) data as long as they were based on homopolymers, but
not when they were based on diblock copolymers.*’ In the latter case, the SAXS pro-
files were dominated by block copolymer peaks. With ESR, the ionic clusters can be
selectively addressed by ionic spin probes, such as TEMPO-4-carboxylate, as is
clearly revealed by comparing line shapes obtained in ionomers doped with this spin
probe and with TEMPO.??>#748 The distance between ion clusters can thus be meas-
ured by applying the four-pulse DEER experiment* to these spin probes.
Time-domain DEER data (see Chapter 2) of the weakly polar probe TEMPO in
ionomers can be fitted by an exponential decay, while data for TEMPO-4-carboxylate
exhibit two additional features.? This result suggests that TEMPO is homogeneously
distributed in the ionomers, but that the spatial distribution of TEMPO-4-carboxylate
features two characteristic distances within the distance range accessible to DEER
experiments (1.75-8 nm). By fitting the data with a distance distribution consisting of
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two Gaussian peaks, we found that the shorter characteristic distance r; does not vary
significantly (dotted line in Fig. 16d), and ranges between 1.8 and 2.2 nm, with a width
of the Gaussian peak (standard deviation) that varies somewhat more strongly between
0.3 and 0.7 nm.?' Approximately two TEMPO-4-carboxylate molecules per ionic clus-
ter were doped into the ionomers, so that the chances of finding the nearest-neighbor
spin on the same or on a different cluster are roughly the same. Furthermore, molecular
modeling suggests typical distances of 1.8 nm between probes located on the surface of
the same cluster. The peak at 7| can thus be ascribed to intracluster distances.?’ The long
characteristic distance r, varies between 4.8 and 7.7 nm, showing a systematic depend-
ence on the type of polymer and on the location and type of the charged groups (dashed
and solid lines in Fig. 15d). For the homopolymers, this distance is between 1 and 2 nm
shorter than the distance corresponding to the ionomer peak in SAXS data. Since exper-
iments with surfactant spin probes suggest that the ionic group of the probe is located on
the cluster surface,’ this difference may be explained by the fact that DEER measures
surface-to-surface distances between ionic clusters, while SAXS measures center-to-
center distances. The long characteristic distance can thus be assigned to the typical
intercluster distance between direct neighbor clusters.

By studying this intercluster distance r, as a function of the type of ionomer and
on the molecular weight M, information can be obtained on the distribution of the
ionic clusters in ionically functionalized microphase-separated block copolymers.?!
For monoionic diblock copolymers, r, increases with molecular weight (circles in
Fig. 15d). In fact, data for a monoionic homopolymer (diamonds) appear to lie on the
same curve. The data can be fitted by a scaling law r, = 2.09 M°33* (solid line in Fig.
15d). Assuming that the density of the polyisoprene microphase does not depend on
M, a power law r, = A M'"* would be expected if the ionic clusters were distributed
homogeneously throughout the whole microphase. The surprisingly close agreement
with this expectation suggests that the clusters are neither repelled nor attracted by
the interface between the microphases.

In contrast, r, does not significantly depend on M for the o, w-zwitterionic diblock
copolymer, in which low molecular mass counterions have been removed by dialysis.
As the cations and anions are located at the chain ends of the two different blocks, the
clusters may be expected to reside in or near the interface between the microphases
(Fig. 15b). As the interface area depends on the number of chains, but not their length,
a constant r, is expected if the average number of ions per cluster is independent of M.
Deviations from this simplified picture might occur due to the fuzziness of the inter-
face between the microphases, but we failed to detect such deviations.

The mesoscopic structure of ionomers based on diblock copolymers is determined
by two effects: microphase separation of the diblock copolymer and clustering of the
ions. For the a,m-zwitterionic diblock copolymers, this leads to the confinement of
the ion clusters to the interface between the two microphases. Within the two
microphases, polymer dynamics is different. If the fuzziness of this interface extends
to lengths significantly beyond the diameter of the ion clusters, a broad distribution
of rotational correlation times is expected for a spin probe attached to the cluster sur-
face. In contrast, if the interface were infinitely sharp, a bimodal distribution is
expected, with the two sharply defined mean correlation times corresponding
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Fig. 15. Pulsed ELDOR (DEER) distance measurements on the ionic spin-probe
TEMPO-4-carboxylate attached to ionic clusters in ionically modified diblock
copolymers. (a) Schematic structure of a monoionic polystyrene—polyisoprene
diblock copolymer modified by sulfonate end groups on the polyisoprene block
(sample series S). (b) Schematic structure of an o,®-zwitterionic polystyrene—poly-
isoprene diblock copolymer modified by a quaternary ammonium end group on the
polystyrene block and a sulfonate end group on the polyisoprene block (sample
series Z). (c) Schematic structures of the polymer chains. The solid line corresponds
to the harder block polystyrene, the dotted line to the softer block polyisoprene. (d)
Dependence of ionic cluster size (r;) and intercluster distance (r,) on molecular
weight. Squares correspond to sample series Z, circles to sample series S, and dia-
monds to monionic homopolymers (polystyrene modified with quaternary ammo-
nium end groups). The dotted and dashed lines are fits of a constant function. The
solid line is the best-fit scaling law r, = 2.09 M%334,

roughly to clusters in the polystyrene and polyisoprene phase. In earlier work, it was
found that the real situation is closer to the limit of a sharp interface. The spectra of
o, w-zwitterionic diblock copolymers could be fitted well by a superposition of three
experimental spectra of corresponding monoionic polymers, two of which were
dominating.*® For the subspectrum with faster dynamics, a temperature shift of —20
to —30 K with respect to monoionic poly(isoprene) gave the best fits, suggesting that
the polyisoprene chain is somewhat immobilized in the vicinity of the interface.
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Ionic clusters in o, m-zwitterionic diblock copolymers have a preference for the
diblock copolymer interface, since they are attached to both polystyrene and poly-
isoprene chains. However, this preference may compete with other effects on the
cluster. It is therefore interesting to compare these systems with systems in which
the ionic clusters are strictly confined to the interface. This can be achieved by
locating the charge at the junction point of the two blocks. Indeed, the dynamics
of TEMPO-4-carboxylate in both monoionic and p,w-zwitterionic diblock
copolymers of this type is somewhat simpler than in the o,®-zwitterionic diblock
copolymers.?! In the monionic and p,m-zwitterionic diblock copolymers the spec-
tra can be fitted by a superposition of only two spectra without assuming a vari-
able temperature shift, so that the only fitting parameter is the relative weight of
the less mobile component. In the monoionic ionomer with a quaternary ammo-
nium group at the block junction point, this weight is 0.7 = 0.05 throughout the
temperature range from 300 to 370 K. This indicates a higher preference of the
probe for the more rigid polystyrene microphase, and thus probably an exposure
of a larger part of the surface of the ionic cluster to that microphase. As for the
o,w-zwitterionic diblock copolymer, the morphology is lamellar in this
monoionic ionomer (see Fig. 15). In contrast, a cubic bicontinuous morphology
with a curved interface between the microphases was found by SAXS measure-
ments for the dialyzed |,w-zwitterionic diblock copolymer. Here, the positive
charge of the quaternary ammonium group is located at the junction point, and the
negative charge of the sulfonate group at the polyisoprene chain end. A back fold-
ing of this chain end to the block junction point leads to a situation where for each
polystyrene chain segment that enters the ionic cluster, two polyisoprene chain
segments must enter the cluster. In this case, the weight of the less mobile com-
ponent is only 0.28 = 0.04 throughout the temperature range 300-370 K. This
result is in line with the expectation that the cluster interface is more strongly
exposed to the polyisoprene microphase.

This analysis of CW ESR line shapes is well suited for studying large-amplitude
rotational dynamics of spin probes, that is, to characterize dynamics in the vicinity of
or above the T, of a polymer. For the TEMPO-4-carboxylate spin probe attached to
ionic clusters, rigid-limit spectra are observed at temperatures of 300 K and below.
The dynamics of this probe below the T, transition temperature is limited to small-
angle librations that do not influence the CW ESR line shape significantly. Thus, for
the glassy state of the ionomers no information can be obtained from line shape
analysis. However, the small-angle librations influence several processes that con-
tribute to spin relaxation.* A systematic study of relaxation times can thus provide
information on dynamics in the glassy state. Such a study benefits from the enhanced
orientation selection that can be obtained in high-field ESR (see Chapter 1), since the
orientation dependence of the relaxation time provides an additional test for motional
models. To simplify matters, we restricted ourselves to monoionic ionomers based on
homopolymers or diblock copolymers. These materials exhibit a monomodal, nar-
row distribution of rotational correlation times at higher temperatures. We can thus
make the working assumption that each motional process can be described by a sin-
gle rotational diffusion tensor at lower temperatures as well.
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The relaxation times measured by different electron spin echo experiments are
influenced by motion on different time scales.?® As the longitudinal relaxation time
T, obtained by saturation recovery experiments is governed by spectral density at the
electron Zeeman frequency of = 95 GHz, it is sensitive to fast libration on a picosec-
ond time scale. In contrast, the transverse relaxation time obtained from decay of a
two-pulse echo is governed by motional processes on a microsecond time scale. An
intermediate time scale of some hundreds of nanoseconds can be accessed by meas-
uring the decay of the stimulated echo with respect to the second interpulse delay,
which is influenced by spectral diffusion.

All these experiments were performed on TEMPO-4-carboxylate in polyisoprene
homopolymer with a sulfonate end group, a molar mass of 10 kg mol !, and T, =281
K. Since analysis of the CW ESR line shape showed that the reorientation angle of the
probe on a time scale of 50 ns is <10°, analysis of the relaxation times obtained by the
saturation recovery and stimulated echo decay experiments could be restricted to
small-angle motion. For the two-pulse echo experiment, the highly significant orien-
tation dependence of 7, excludes large-angle reorientation. All motional processes
detected by the relaxation experiments can thus be considered as small-angle jumps of
the probe in a cage formed by the surrounding polymer chains and the ionic cluster.

In saturation recovery experiments, the decay is nearly exponential and can be
observed up to times of 150-250 s at 180 K. Data obtained at the x and y positions
in the spectrum virtually coincide, whereas T is two times as long at the z position.
Furthermore, T along z is virtually independent of temperature between 180 and 295
K, while T along x and y decreases with increasing temperature above T,. This sug-
gests that the cage opens up above T,. The relaxation times observed at 295 K can be
fitted by assuming wobbling in a cone with maximum polar angle of 9° and a rota-
tional diffusion coefficient of 3.3 Gs™!. Fits with larger cone angles are possible, but
are inconsistent with the CW ESR line shape.

The two-pulse echo decay is exponential within experimental accuracy at all
temperatures and orientations. The transverse relaxation times T, range between
270 and 650 ns at temperatures between 200 and 295 K. Below 200 K, 7, is
increasingly influenced by freezing of the methyl group rotation of the probe mol-
ecule. The effect of this process on T, is negligible at and above 260 K; between
90 and 180 K it leads to such a fast transverse relaxation that echo experiments are
virtually impossible. In contrast to the orientation dependence of T}, the one of T,
does not exhibit axial symmetry. The T, relaxation time is maximum along z, but
the difference of the 7, value along z and at the x or y orientations is not as
remarkable as for 7T}, and is generally comparable to the difference between T,
values at the x and y orientations. By assuming anisotropic free diffusion with an
axial diffusion tensor, the data at 295 and 260 K can be fitted quite well. The non-
axiality of T, stems from the nonaxiality of the g-tensor and thus of the resonance
frequency change for a given reorientation angle. Along the z axis of the molecu-
lar frame, the rotational diffusion coefficient is 3200 s™' at 260 K and 9600 s~ ' at
295 K, whereas along the x and y axes, diffusion is slower (1350 s~ lat 260 K and
1960 s~! at 295 K). The experimental data could also be fitted by assuming
restricted diffusion in a cone, which leads to higher diffusion coefficients.
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However, this model is inconsistent with both the CW ESR spectra and data from
stimulated echo decay.

Stimulated echo decay probes a longer time scale than two-pulse echo decay,
since in the former experiment spins loose their memory with the longer longitu-
dinal relaxation time T, while in the latter experiment they loose memory with
the shorter transverse relaxation time 7. In the ionomers, we observed clearly
bimodal decay behavior, with the fast component having a similar time scale as
T,. The slow component has a time scale well separated from 7,. The contribution
of spin-lattice relaxation can be removed numerically from the data, as T, is
known from the saturation recovery experiments. The remaining slow component
of the decay can thus be interpreted solely in terms of spectral diffusion. The
dynamical process responsible for this spectral diffusion must be different from
the one contributing to the decay of the two-pulse echo, since the temperature
dependence is different. Indeed, theoretical considerations show? that a single
jump of the probe orientation is sufficient to cancel its contribution to the stimu-
lated echo. In contrast to CW ESR, saturation recovery, and two-pulse echo decay
experiments, the stimulated echo is thus rather insensitive to the magnitude of the
reorientation angle.

Taken together, the relaxation data demonstrate that there is a hierarchy of
dynamic processes. The spin probe undergoes fast intramolecular librations on the
time scale of a few picoseconds, experiences local rearrangement of the cage on the
time scale of about hundreds of nanoseconds, and performs cooperative reorientation
over time scales comparable to or longer than several microseconds in the vicinity of
the glass transition.

These findings can be used to interpret differences in the relaxation behavior of
TEMPO-4-carboxylate between a polyisoprene homopolymer with sulfonate end
groups and a polystyrene—polyisoprene diblock copolymer with sulfonate end groups
on the styrene chain. Although the ionic clusters in both cases are situated in a poly-
isoprene environment, spin—lattice relaxation’* and transverse relaxation®? are
slightly, but significantly, slower in the diblock copolymer. Such an effect is also
observed for the decay of the stimulated echo along the x and y axes of the molecu-
lar frame.?? This implies that the dynamical constraints imposed on the polyisoprene
chains by attachment to the more rigid polystyrene block propagate over the whole
chain consisting of = 170 monomer units.

5. CONCLUSIONS

Electron spin resonance spectroscopy on spin probes and labels can provide a wealth
of information on macromolecular materials. Liquid solutions, soft matter, and
glassy systems are accessible to this approach. The particular strength of such meth-
ods is their ability to selectively address sites of interest in complex materials. To dis-
tinguish between properties of the probe and of the investigated material and thus to
avoid overinterpretation of the results, it is necessary to understand in some detail
which processes influence probe or label dynamics, and which driving forces are
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responsible for probe attachment. This requires a reasonably large set of data
acquired under different conditions or in materials with well-defined changes in
composition. Because of its sensitivity and relative simplicity, CW ESR at X-band
frequencies is the method of choice to obtain these data. In CW ESR, the main effort
is usually not measuring the spectra, but analyzing them in a way that provides max-
imal reliable information.

After acquisition, analysis, and interpretation of the X-band CW ESR data there
are usually open questions that cannot be answered with this technique. In some
cases, the enhanced sensitivity of high-field CW ESR to small changes in dynam-
ics can provide the answers. In many cases, application of pulsed ESR techniques
for measuring relaxation times, detecting proximity to certain types of nuclei in the
vicinity of the spin probe or label, and for measuring distance distributions are
required to obtain a more complete picture. Such a combined approach can provide
a detailed understanding of the site of interest on length scales between 0.2 (van
der Waals contact) and 8 nm, and on time scales between a few picoseconds and
several microseconds.
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1. INTRODUCTION AND MOTIVATION

“I believe that water will one day be used as a fuel, that the hydrogen and oxygen of
which it is constituted will be used, simultaneously or in isolation, to furnish an inex-
haustible source of heat and light, more powerful than coal can ever be.”

Jules Verne, 1874!

In recent years, the science and technology of fuel cells have captivated the attention
of scientists and engineers, because of their potential as an alternative source of
energy. An important moment in the development of fuel cell (FC) technology was
the Ballard bus program, which culminated in 1998 when three buses powered by
H,-fueled FC stacks rolled on Chicago streets and became part of the public transport
system.? As an antidote to general skepticism and a strong signal to the automotive,
insurance, and oil companies, this achievement showed that FCs may power our
future. The US government expressed its commitment at the 2003 US State of the
Union address by establishing the Hydrogen Fuel Initiative and FreedomCAR
Partnership, with the intention to develop ‘“clean, hydrogen-powered automobiles.”
At the present time, most major automobile manufacturers in the world are working
on the development of fuel cell vehicles.?> More exotic ideas on hydrogen production
and storage are proposed and tried, for example, the development of hydrogen-pro-
ducing organisms.* Although the verdict in the Introduction to a series of articles in
Science on the topic of the hydrogen economy was “Not so simple,” the problem is
too urgent, and the solution too promising to be abandoned. Massive introduction of
the new technology is expected to transform the way we live as individuals and as a
community. Major advantages are less dependence on dwindling fossil energy
sources, especially oil reserves, with ramifications to security and the local
economies; and a cleaner environment, because of zero emission of soot and hydro-
carbons, and near zero emission of carbon monoxide (CO) and nitrogen oxides,
NO,.>3 The modern FC and the drive to a hydrogen economy are anchored on the
1839 discoveries of Schonbein® and Grove’ that oxygen and hydrogen can react to
produce electricity. Figure 1 illustrates Grove’s experiment and the use of the energy
produced in the reaction to decompose water into its elements.

A modern FC used in transportation and other applications is shown in Fig. 2.3
Its key elements are the electrodes, the catalyst, and the proton exchange membrane
(PEM); the cell is fueled by hydrogen or methanol at the anode and oxygen or air at
the cathode. The membrane electrode assembly (MEA) that is the heart of FCs
includes the proton exchange membrane, a polymer modified to include ions, typi-
cally sulfonic groups: an ionomer.® In the presence of water, ionomers self-assem-
ble into microphase separated domains that allow the movement of H* in one
direction only, from the anode to the cathode. The membrane performance was first
demonstrated by Nafion, the ionomer made by DuPont, which consists of a perflu-
orinated backbone and pendant chains terminated by sulfonic groups, —SO; .
Nafion was the major component in the PEMFC developed by General Electric for
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Fig. 1. Grove’s experimental “gas voltaic battery” (1842). Oxygen and hydrogen are
in contact with a Pt filament in the lower reservoirs and react in the sulfuric acid solution
to form water. The electrical current is used to electrolyze water to oxygen and hydrogen
in the upper tube’ (website http://fuelcells.si.edu/origins/origl.htm, accessed 15
February 2005).

the NASA Gemini mission in the 1960s, to provide both energy and drinking water
for space vehicles;!? its conductive properties, and those of the similar Dow mem-
brane shown below, depend on the equivalent weight (EW), which is the mass that
contains 1 mol of sulfonic groups. The original FC was built around Pt as the cata-
lyst and Nafion as the PEM, and operated at = 80°C. In many fuel cell applications,
Nafion is the membrane of choice. However, if function is the most important con-
sideration in the space program, cost is a decisive factor in the development of fuel
cells as an alternative to the internal combustion engine. At the present Nafion
price, there is great motivation for the development of alternative membranes.'!
Additional objectives are improving the catalytic step, especially at the cathode;
identifying nonprecious metal catalysts as an alternative to Pt; and reducing “poi-
soning” of the anode due to CO during processing of methanol and water into H,,
CO, and CO, at 280°C.

Perfluorinated Membranes, in Acid Form
— (CE,CF,),,CF,CF —
— (CF,CF,),CF,CF —

OCF,CFOCF,CF,SO;H
I OCF,CF,S0;H

CF;

Nafion, EW 1100 (m = 6.5) Dow, EW 800 (n =5.2)
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Electric circuit

4= O, from air

Air + water vapor

Flow field plate ' Flow field plate
Gas diffusion electrode Gas diffusion electrode
(anode) ___ cathode)

I == Catalyst
Proton-exchange membrane

Catalyst

Fig. 2. Typical membrane-electrode assembly in a proton exchange membrane fuel cell
(PEMFC).® The enlarged part shows that on a microscopic scale the gas diffusion layers, the
electrodes and the membrane are inhomogeneous, leading to restrictions for the transport of
gases, electrons, and protons. Under heavy loads these conditions cause large inhomogeneities
in temperature, pH, and electrochemical potential, which are highly significant for membrane
degradation processes.

Important advantages in terms of water management and CO tolerance in fuel cells
can be gained by operating at higher temperatures, typically =120°C; this operating
temperature imposes additional stringent requirements in terms of membrane stability
in a highly oxidative environment. Even at an operating temperature of 50°C, evidence
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for the deterioration of Nafion membranes was detected by X-ray powder diffraction
(XRD) and X-ray photoelectron spectroscopy (XPS); moreover, it was reported that the
type of structural damage is different at the anode and cathode sides.'? Currently, mem-
branes do not have the lifetime required for commercial automotive applications; thus,
their durability has become a major issue and obstacle in the wide adoption of fuel cell-
powered vehicles. Work in various laboratories has demonstrated the involvement of
reactive oxygen species, such as hydrogen peroxide and short-lived oxygen radicals in
the degradation of Nafion and other perfluorinated membranes, leading ultimately to
membrane thinning and hole formation. These reactive intermediates can be produced
in the laboratory, and testing protocols have been developed. Currently, however, life-
times of PEMs deduced from laboratory tests are longer compared to those of the same
membranes in actual FC conditions, but present protocols are suitable for a relative
ranking of membranes in terms of their stability.

Current studies in our laboratories are focused on the chemical degradation of
membranes, which is assumed to occur by an oxidative process involving free radi-
cals. Major objectives are to determine the presence and identify the structure of rad-
icals produced as a result of specific membrane treatments, to develop laboratory
protocols for the study of membrane degradation that correlate well with the extent
of degradation produced during automotive operating conditions, and finally to
understand the degradation mechanism. Electron spin resonance (ESR) methods are
particularly suitable for this investigation, because of their sensitivity and specificity
for the detection of radical species.

This chapter describes the reactions that occur in a FC environment; assesses var-
ious methods used to produce oxygen-centered radicals that decrease the membrane
stability; and summarizes progress made in our laboratories in the detection (directly
by ESR or via spin trapping) of oxygen radicals and membrane-derived fragments.

2. FUEL CELL PROCESSES AND THEIR EFFECTS ON MEMBRANE
STABILITY

Hydrogen in a PEMFC and methanol in a direct methanol fuel cell (DMFC) are oxi-
dized at the anode. The protons diffuse through the ionomer membrane, and the elec-
trons circulate through the load where their electrical energy is used. The net
reactions for the four-electron reduction of oxygen are 2H, — 4H™ + 4e~, and O, +
4H* + 4e~ — 2H,0. In practice, the process is more complicated, and the catalyst
is involved in the formation of numerous adsorbed oxygen species. The following
mechanism has been suggested.'?

Pt + O, > Pt—0, (1)
Pt—0, + H*(aq) + ¢~ — Pt—OOH )
Pt—OOH + H*(aq) + ¢~ — Pt—0 + H,0 3)
Pt—O + H*(aq) + e~ — Pt—OH )

Pt—OOH + H*(aq) + e~ — Pt—(OHOH) (5)
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Pt—(OHOH) + H*(aq) + ¢~ — Pt—OH + H,0 (6)
Pt—OH + H*(aq) + ¢~ — Pt—OH, )

Adsorbed hydroperoxyl radicals HOOe (Reaction 2), hydroxyl radicals HOe
(reactions 4 and 6), and hydrogen peroxide (Reaction 5) are expected intermediates
of oxygen reduction. If these reactants are desorbed from the catalyst surface
before full reduction to water, they reach, and react with, the membrane. Under
vacuum conditions, HOe radicals are predicted to be adsorbed strongly, with an
adsorption energy of 2.23 eV on Pt(111), and even higher on other crystal faces.'*
Coadsorbed water provides additional stabilization for surface-adsorbed species,
but small clusters of bulk water also stabilize the desorbed radicals. The water bal-
ance near the electrode is therefore crucial for the adsorption equilibrium of reac-
tion intermediates. Hydrogen peroxide is expected to be unstable at dry Pt surfaces
and to dissociate into hydroxyl radicals. On the catalyst surface, the driving force
is provided by their large binding energies, while the homolytic dissociation of free
H,0, into two HO+ radicals is endothermic with AH = 214 kJ mol~!. The only
HOO- configuration predicted to be stable is the bridge position between two Pt
atoms on a (111) surface.!*

A reaction that interferes with the above redox system is the oxidation of water
molecules,

Pt—OH, - Pt—OH + H" + e~ (8)

which provides an additional source of adsorbed hydroxyl radicals.'> The above mech-
anism explains the formation of reactive oxidative species at the cathode. In agreement
with this prediction, hydrogen peroxide has been detected in FC product water.'®!7
Other experiments, however, gave evidence that the main membrane degradation
is associated with loss of sulfonic acid groups and occurs at the anode.'® The mech-
anism involves oxygen diffusion through the membrane (crossover), as follows:

H, — 2He (anode Pt catalyst) O]

He + O, (from crossover) — HOOe (10)
HO,* + H* — H,0, (11

H,0, + Me"t — Me""D* + HOs + HO™ (12)
HOe + H,0, — H,0 + HOOe 13)

The Me"" transition metal ion can be oxidized further, for example, Fe(I), Cu(l),
or Ti(IIT), and can activate oxidative cleavage of hydrogen peroxide, as in the Fenton
mechanism. It was suggested that the hydroperoxyl radical, HOOe, is the species that
attacks the membrane.'® As will be clearly seen below, some of the transition metal
ions may react directly with the sulfonic groups of the membrane, thus providing an
additional degradation pathway.
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There is general agreement that high temperature, drying out of the membrane,
and the presence of transition metal ions represent unfavorable conditions, which
facilitate membrane degradation and induce early failure. Similarly, start—stop cycles
are known to result in notable degradation;'? little attention has been paid, however,
to the electrochemical running condition of the cell and to the consequences of cur-
rent—voltage cycling, even though it is well known in electrochemistry that binding
energies and redox properties of adsorbates at the catalyst surface are strong func-
tions of the electrochemical potential. This effect can be used to advantage by apply-
ing negative voltage pulses to oxidize adsorbed CO, which poisons the anode catalyst
surface.?’ The effect has been studied further in Fourier transform infrared (FTIR)
experiments of adsorbed CO,?! and theoretically for oxygen species.’>*> When a
current is drawn from the fuel cell, the anode potential becomes more positive and
the cathode potential more negative, resulting in strengthening of some bonds and
weakening of others.?? In particular, HOe radicals could desorb from the catalyst sur-
face and damage the membrane more easily under conditions of heavy loads.

Furthermore, local inhomogeneities in current density, voltage, temperature, and
pH may be greatly enhanced under conditions of high currents. These conditions lead
to significant local stress that can be fatal for membrane performance, as will be jus-
tified briefly below with reference to the close-up in Fig. 2.

The fuel cell reaction that converts 1 mol of H; to liquid H,O gives rise to a reac-
tion enthalpy AHg = —285.8 kJ mol ! and a Gibbs free energy change at standard
temperature and gas pressures of AGg = —237.2 kJ mol~'. The AGy parameter is the
maximum energy that is convertible to electrical work, and corresponds to a theoret-
ical equilibrium voltage of AGr/2F = 1.23 V for a single cell at 298 K (F is the
Faraday constant). Under practical conditions, due mostly to the high overpotential
of the oxygen reduction reaction, only =0.9 V are obtained even at a very low cur-
rent density. When operated at typically 0.7 V and a current density of 0.4 A cm ™2,
the generated power density amounts to 0.28 W cm ™2, which is only 47% of AHy; the
rest (0.31 Wem ™2 or 152 kJ mol ! of oxidized H,) is dissipated as heat. More than
80% of the waste heat is generated at the cathode, and the rest is due to ohmic resist-
ance of proton conduction within the membrane. The useful voltage and thus the
fraction of electrically used energy drops rapidly when the current density reaches a
level under which it becomes limited by hindered diffusion of the fuel gases through
the porous electrode structures (above =~1.6 A cm™2), in particular when the pores
become partially flooded by liquid water.

The above picture gives the normal macroscopic view in which the membrane
is a homogeneous proton conducting continuum and both electrodes are ideally
homogeneous with finely distributed catalyst grains, all in electrical contact with
the electrode and located at the phase boundary to the wet membrane. In reality,
the membrane is a microheterogeneous structure with hydrophobic and
hydrophilic regimes, through which the protons have to find a continuous con-
duction path of percolated hydrophilic and hydrated domains in the membrane. A
fraction of the catalyst particles is not located directly near a conduction path;
moreover, catalyst particles may experience electrical contact resistance to the
carbon electrode, so that their electrochemical potential is different compared to
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the macroscopically measured potential. The various size pockets and pores in the
gas diffusion layer represent locally different diffusion resistances, and water con-
densation will set in first in the narrower pores. As a result, not all catalyst grains
are used with the same efficiency, and the pH, the electrochemical potentials, and
the actual chemistry are all local properties. As will be shown below, change of
pH can result in a dramatically different chemistry of HOe radicals.

Part of the waste heat is generated initially in localized “hot spots” that can lead
to transient evaporation of water, and may be the starting point for the formation of
pinholes. An increased local temperature will also support desorption of adsorbed
reactive intermediates from catalyst grains. In general, deviations from equilibrium
are expected to be larger when higher power is drawn from the cell.

3. DIRECT ESR AND SPIN TRAPPING AS TOOLS FOR THE
DETECTION OF RADICAL INTERMEDIATES

Nafion membranes have provided the standard material for low-temperature fuel
cells and their stability in the presence of reactive oxygen species, such as H,O,
and HOe, has been investigated as a reference. The membrane has considerable
stability: The C-F bond is strong, but shows a significant dependence on the local
structure. The bond dissociation energy was calculated as 478, 433, and 386 kJ
mol~! for primary, secondary, and tertiary fluorine atoms, respectively,?* thus
providing the material with its remarkable inertness. Nevertheless, Nafion is
prone to electrochemical degradation, but the mechanism is not fully understood.
Product water analysis showed the presence of fluoride ions, low-molecular-
weight perfluorocarbon sulfonic acid, and CO,.'® The susceptibility toward
oxidative degradation of Nafion has been attributed to traces of —CHF, groups
that are hard to avoid during synthesis, or to -CF=CF, groups formed in the ter-
mination step of polymerization. Furthermore, the tertiary fluorine atom, which is
further activated by the inductive effect of the ether link of the ~OCF,CF,SOs;H
side chain, is a potential site of F abstraction by HOe radicals. A radical defect on
the chain can, in a domino-type process, lead to continuous disintegration by bond
cleavage and/or oxidation.

In the laboratory, oxygen radicals can be produced by the Fenton reaction,
where the major step is H,O, + Fe(Il) — Fe(IlI) + HO* + HO™.?° The forma-
tion of radical species from the attacked substrate, for example, RH, can occur by
hydrogen-abstraction, HO* + RH — H,0 + Re; polymer-derived Re radicals can
initiate a degradation cascade. Fenton reagents based on Ti(IIl) instead of Fe(II)
have also been used.?® Currently, the stability of FC membranes to oxidation is
based on the Fenton test: The polymer is soaked in an aqueous solution of H,0O,
(3-30%) and FeSO, (molar ratio [Fe(II)]/[ H,0,] = 1/500). Membrane stability is
measured in terms of weight loss at a given treatment temperature (ambient to =
80°C) as a function of immersion time, or in terms of the time required for the
membrane to break or to begin dissolving.?’-?® This test provides no details on
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reactive intermediates, degradation mechanism, or factors that may affect the
extent of structural damage.

An additional method for producing oxygen radicals in the laboratory is photoly-
sis of aqueous solutions of H,0,,”? and the main expected reactions are

H,0, — 2HO» (14)
HO- + H202 — HOOe + Hzo (15)
HOO. + H20 —> 02._ + H30+ (16)

DOOe and DOe radicals are expected in ultraviolet (UV)-irradiated H,O,/D,0
solutions.

The objectives of our recent studies on membrane stability are to achieve a better
understanding of the degradation mechanism in PEMs by developing specific treat-
ment protocols in the laboratory. In our laboratories, ESR spectroscopy is used to
identify reactive oxygen intermediates as well as membrane fragments formed dur-
ing the degradation process. The major difficulties in this approach are the high reac-
tivity and short lifetimes of the radicals; low temperatures, and/or spin trapping
techniques can be used to improve the Boltzmann factor, increase the lifetimes, and
capture radicals as they form.

The nature of unstable intermediates in Nafion and in self-assembled systems
in general was interrogated in early work in our laboratory. The formation of the
superoxide radical anion, O,"", was detected in dry Nafion fully exchanged by
Ti(IIT) ions and exposed to oxygen, and was examined as a function of exposure
time to oxygen.>® The radicals are stable at and < 300 K, and decrease in intensity
> 310 K. Interestingly, the intensity of O," radicals increased when the mem-
brane protons were exchanged by a mixture of AI(III) and Ti(IIl) cations. This
result was an early indication that the formation of reactive intermediates is sen-
sitive to the specific nature of counterions in the membranes.>° In addition, the
presence of oxygen radicals in UV-irradiated aqueous H,O, was confirmed in our
laboratory by direct ESR, using a combination of UV-irradiation and ESR meas-
urements at low temperature, typically 77 K, followed by gradual annealing of
irradiated samples for short intervals (= 3 min) > 77 K; in this way ESR signals
from radicals HOe, DOe, HOOe, DOO¢, and O,°” have been detected.?! The radi-
cals mentioned above were identified by their magnetic parameters (g-values,
hyperfine interactions, line widths, and line shapes).

In some experiments, the reactive intermediates are too short lived and cannot
be detected directly. In such cases, spin trapping can be used to transform the
unstable intermediates into long-lived radicals that can be studied by ESR.3? The
method is based on the reaction of a diamagnetic molecule (the “spin trap”) with a
short-lived, reactive free radical Re to form a stable radical, the “spin adduct”. In
most cases, the adduct is a nitroxide radical, as shown below for nitroso (a) and
nitrone (b) spin traps.
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Spin Trapping by Nitroso and Nitrone Spin Traps
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Two common spin traps, oi-phenyl-zert-butylnitrone (PBN), and 5,5-dimethylpyrro-
line-N-oxide (DMPO), are shown below.

Spin Traps o-Phenyl-tert-butylnitrone, and 5,5-Dimethylpyrroline-N-oxide

O CcH
KT HqC
CH =N—0—CH, P

CH, HyC ';‘

O
PBN DMPO

The corresponding nitroxide spin adducts exhibit hyperfine splittings from the
N nucleus and the Hg proton. It is usually easy to decide if a short-lived radical is
present, and more of a challenge to identify the radical. Alkoxy, alkyl, and oxygen
radicals, such as HOe, HOOe, and O,*~ have been detected by this approach.*?-36 The
spin trapping database is a useful guide.*

Recent results obtained by direct ESR spectroscopy and by spin trapping will be
described in Section 4.

4. STUDY OF MEMBRANE STABILITY BY ESR

This section describes: (/) The effect of HOe radicals, formed by UV irradiation of
H,0,, on low molecular weight model sulfonated compounds at ambient temperature
as a function of pH in a flow system; (2) the detection and identification of radicals
in Nafion membranes exposed to the Fenton reagent based on Ti(Ill) (TiCl; +
H,0,); (3) the identification of membrane-derived radical fragments in UV-irradi-
ated Nafion exchanged by Cu(Il), Fe(II), and Fe(IlI), including membranes exposed
to H,O, solutions prior to UV irradiation; and (4) spin trapping experiments in a fuel
cell that was inserted in the ESR resonator.

4.1. Reaction of Oxygen Radicals with Model Compounds in Solution

Some of the membranes considered as alternatives to Nafion contain aromatic building
blocks, in particular sulfonated phenyl groups or grafted polystyrene side chains. For
this reason, toluene sulfonic acid was chosen as a model compound to investigate its
reactions with HOe radicals as a function of pH. The HOe radicals were generated by
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direct photolysis of liquid aqueous solutions of H,O, in the presence of p-toluene sul-
fonic acid in a flow cell in the resonator of the ESR spectrometer.’” Additional species,
such as HOOe, O,*™ at higher pH, and O°", also play important roles; moreover, small
amounts of SO~ derived from the acid group were also detected. The reaction prod-
ucts were detectable and the results are presented in Fig. 3. The chemistry depends
strongly on pH, a fact that is highly significant in view of the possible pH inhomo-
geneities in fuel cells at high current. The intermediate pH regime is dominated by the
cyclohexadienyl radical as a product of HOe addition to the ring. The benzyl radical is
thought to arise at low pH by acid-catalyzed H,O elimination from the cyclohexadienyl
radical, a reaction that requires a hydrogen atom at the o-carbon in the aromatic ring.
At high pH, the elimination of water may be base catalyzed; alternatively, the benzyl
radical may be formed via direct methyl hydrogen abstraction by O°".

It is remarkable that the formation of phenoxyl radicals was observed only in the
pH range close to the pK, of HOe radicals (pK, 11.9) and of H,0, (pK, 11.7). As
shown in Fig. 4, this behavior reflects the relative rate of formation of the superoxide
radical anion, O,°~, which is enhanced by the facile hydrogen abstraction from HO,~
by HOs, but suppressed at higher pH when HO» is deprotonated.®’ Furthermore, sin-
glet oxygen is formed from O,°” by reaction with HOe or with O°*”; the latter is
another very reactive species that can lead to severe membrane damage via various
routes, provided these extreme pH conditions are reached.

Another instructive example of oxidative degradation in substituted aromatic com-
pounds is given in Fig. 5,373 which demonstrates that semiquinone radicals are obtained
not only from toluene sulfonic acid, but also from hydroxytoluene sulfonic acid:

Formation of Semiquinone Radicals by Reaction with HO® Radicals

\ Oe Oe
o H,0, / hv ) +
/ o- o
T038 CHg - CHs CHs

The result implies that in this case oxygenation occurs in increments of atomic
rather than molecular oxygen.

Aromatic groups in fuel cell membranes are often linked via ether bridges.
Therefore, it is significant that for pH > 10 phenoxy-type radicals are observed,
which do not show any splitting attributable to the —-OCHj; group. Obviously, the
ether group is not stable under these conditions and becomes substituted by HOe.

The main conclusion drawn from these experiments is that HOe radicals are
extremely reactive, and expected to react rapidly with aromatic hydrocarbons. The
positions susceptible to attack are shown below for various fuel cell membranes. The
preferential reaction is by addition to the aromatic ring, in particular in the ortho
positions to activating substituents, such as alkyl or alkoxy groups. The para position
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Fig. 3. (a) The ESR spectra obtained upon UV irradiation of aqueous H,O, in the presence of
p-toluene sulfonic acid at pH 0.4 (al, identified as the benzyl radical), pH 4.8 (a2, cyclohexa-
dienyl radical), and pH 11.5 (a3, a superposition of spectra from three phenoxyl type radicals).
Note the different scales. Arrows marked d, ¢, and ¢ indicate doublet, triplet, and quartet splitt-
tings, respectively. The corresponding radical structures are shown in (b). The pH dependence
of total signal amplitudes (obtained by integration of an isolated line and then scaled to repre-
sent the entire spectrum) are given in (c) for the benzyl radical (M), the cyclohexadienyl radi-
cal (O), and the sum of the three phenoxyl radicals (A). (From Ref. 37 with permission.)
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Fig. 4. Simulation of the relative rates of formation of the superoxide radical anion (O,*~, H),
and singlet oxygen ('0,, *), derived from the pH-dependent concentrations of HO» ((J), O°~

(V), H,0, (O), and HO, ™ (A). (From Ref. 37.) Open symbols relate to the left vertical scale,
closed ones to the right.
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Fig. 5. The ESR spectra of semiquinone radicals observed for p-toluene sulfonic acid at pH
11.5 (a), and for 3-hydroxytoluene-4-sulfonic acid at pH 13.5 (b). The two spectra have iden-
tical line positions and represent a superposition of the same two radicals. (See Fig. 3 legend,

first two phenoxyl radical entries) with slightly different relative intensities. (From Refs. 37
and 38 with permission.)

is also susceptible, but it is often already blocked by a substituent. The o-hydrogens
are a weak point for direct abstraction or in context with H,O elimination from cyclo-
hexadienyl radicals. So far, no reaction of HOe with perfluoroalkanes has been
detected.
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Expected Attack Sites of Hydroxyl Radicals on PEMs:
SPEEK, PSU, FEP-g-PSA, and SPTFS of the Ballard BAM3G series
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4.2. Radical Species in Nafion Membranes Treated in Fenton Media

Nafion membranes exposed to the Fenton reagent based on Ti(III) were studied by ESR;
this cation can be detected by ESR and its disappearance during reaction can be moni-
tored.’® As will be clearly demonstrated below, the results indicated that several types of
oxygen radicals are formed, which lead to the formation of membrane-derived radicals.

In this section, evidence will be provided for the formation of HOOe, O,*",
TiOOe, and fluorinated alkyl radicals in Nafion/Ti(Il)/H,0O,. Separate signals from
these radicals species were obtained by variation of sample preparation methods,
temperature used for spectra acquisition, and annealing conditions. The formation
and stability of these radicals were compared to those of radicals present in the
Fenton reagent (TiCly + H,0,).°

Upon addition of the H,O, solution, the exchanged membranes became yellow-
red, indicating the presence of diamagnetic Ti(IV) complexes; the color was detected
also in the Fenton reagent (no Nafion). The UV spectra of the Fenton reagent consist
of two major signals, at 200 = 2 nm and in the range 338-354 nm. These signals are
similar to those assigned recently to ligand-to-metal charge transfer (LMCT) in dia-
magnetic dimeric peroxo Ti(IV) complexes,*® and have the same metal-ion electronic
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configuration as the yellow-red complexes of V(V) catalysts reacted with excess of
H,0, solutions.*! In the Nafion system, a band at 198 nm and a broad band in the vicin-
ity of 300 nm were detected, and represent corresponding diamagnetic Ti(IV) species.

4.2.1. Oxygen-Centered Radicals. X-band ESR spectra at 200 K of Nafion membranes
fully exchanged by Ti(III) and in contact with an aqueous solution containing 30% H,0,
are shown in Fig. 6, as a function of contact time. The molar ratio Ti(IIl)/H,O, was
~1:300. The broad high-field signal is attributed to Ti(IIT),** whose spectrum is promi-
nent for exposure times of 20 and 50 min. The weak anisotropic signal near g = 2 seen
after exposure time of 20 min increased in intensity with contact time and dominated the
spectrum after 100 min of contact. This signal, with g; = 2.0261, g, = 2.0088, g3 =
2.0031 (g;o = 2.0127), and a; = 5 G, was attributed to HOOe radicals; g, is in the direc-
tion of the O—O bond, g, is in the molecular plane, and g5 is perpendicular to the molec-
ular plane. The HOOe radicals are produced in a Fenton reagent from HOe radicals in the
presence of excess H,O,, as seen in Section 3. Their ESR line shape, Fig. 6, is similar to
that assigned to HOOe radicals detected at 77 K in UV-irradiated aqueous H,O, solu-
tions and H,O/H,0, solutions adsorbed on silica gel,’! with g, = 2.0138, and a; =
12.3 G. HOOe radicals were also obtained in Nafion/Ti(III) for lower H,O, concentra-
tions. The intensities of these signals were slightly lower and a, slightly higher: a; was
6 G for the Nafion system containing 20% H,0O, (molar ratio of Ti(IlI)/H,0O, = 1:200),
and 7 G for 3% H,0, (molar ratio of Ti(III)/H,0, =1:25).

The effect of temperature on the signal from HOOe radicals is shown in Fig. 7, for
fully Ti(IlT)-exchanged Nafion swollen by H,O,/H,0 (30% w/v H,0,): spectra at 300

HOO" Radicals
+ Time, min

g, = 2.0261 160

9,=2.0088—=
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Magnetic Field / G
Fig. 6. The ESR spectra at 200 K of dry Nafion fully equilibrated by Ti(III) and exposed to the

H,0, solution (30% w/v), as a function of contact time. The g-tensor components and the pro-
ton hyperfine splitting for HOOe are indicated. (From Ref. 39 with permission.)
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K and above are assigned to peroxy radicals TiOOe. The spectrum measured at 300 K
has clear signals corresponding to g; = 2.0228, g, = 2.0092, and g5 = 2.0046 (g, =
2.0122). The motionally averaged signal with g;,, = 2.0122 is evidence for a dynam-
ical effect. The principal values of the g-tensor are in the range of values determined
for peroxy radicals in various systems.*? The dynamic effect was demonstrated by the
reproducibility of the spectra as the temperature was cycled in the range 290-320 K.
The formation of these species is described in the following two reactions:

HOO® + H,0 <> 0," + H;0" (17)
0," + Ti(IV) — TiOO* + H,0 (18)

As expected, HOOe® was more stable in Nafion samples that were less than fully
exchanged by Ti(IIl), for example, 80%; the membrane acidity is of course higher at
lower degrees of exchange by cations.

TiOO’ Radicals
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Fig. 7. The ESR spectra at 200 K of dry Nafion fully equilibrated by Ti(IIl) and exposed to the
H,0, solution (30% w/v), as a function of temperature. The g-tensor components for TiOO*
are indicated; the vertical line is drawn at a magnetic field corresponding to g;s,. (From Ref. 39
with permission.)
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The ESR spectra in Nafion membranes fully exchanged by Ti(IIl), exposed to H,O,
solutions (30% w/v), and dried in vacuum are presented as a function of temperature in
Fig. 8. In accord with literature data, the signal was assigned to O,"", with g, =
2.0190, g, = 2.0092, and g3 = 2.0036 (g;s, = 2.0106) at 300 K. The g;-value, along
the O-O bond, is sensitive to the local electric field from the surrounding electrical
charges and is used to identify the local environment of the radical in different media.
The g-tensor components are stable in the temperature range 160-360 K, but the signal
intensity decreased on heating > 360 K. In samples kept at room temperature, the sig-
nal disappeared after =14 day.

The results presented in Figs. 7 and 8 indicate that two radicals, TiOOe and O,*",
are formed from the initial HOOe radicals in Nafion treated in Fenton media. The
TiOOe radical was detected in swollen Nafion and characterized by the principal val-
ues of the g-tensor and by the dynamical process that led to averaging of the tensor
components. The O,*” radicals were detected only in dry Nafion.
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Fig. 8. The ESR spectra of O, in the dry Nafion/Ti(III)/H,O, sample as a function of temper-
ature. The g-tensor components at 160 and 360 K are indicated. (From Ref. 39 with permission.)
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4.2.2. Fluorinated Alkyl Radicals. The evolution of ESR spectra at 300 K in
Nafion/Ti(IIT)/ H,O, is shown in Fig. 9 as a function of storage time at ambient temper-
ature. The bottom spectrum is a mixture of TiOOe and O," radicals; the signal from
0,"” dominates, but the shoulder at the low-field side is at g = 2.023, indicating the pres-
ence of TiOOe as well. After 14 day, the central narrow signals are weaker and appear
superimposed on a broad signal with = 2.0023, typical for carbon-centered radicals.
The broad signal became stronger after 92 days (top spectrum); the arrows in Fig. 9 are
separated by = 84 G. This signal was assigned to fluorinated alkyl radicals, because
hyperfine splittings from fluorinated radicals are large, in the range 60—150 G for o -flu-
orine, and 20-70 G for [ -fluorine nuclei.*? At this stage, the exact nature of the fluori-
nated alkyl radicals responsible for the broad signal was not determined, but the width
and g-value of the signal were in the range expected for fluorinated radicals. The fluori-
nated radicals were formed after the O,° radicals were expected to disappear; it is
possible therefore that Nafion chains were attacked by the peroxide radicals, TiOOe.
Two radicals, HOO+ and TiOOe, were identified also in the Fenton reagent in the
absence of Nafion. The stability of HOOe radicals is lower than in the Nafion system,
and at 200 K only TiOOe signals were detected; the isotropic signal due to dynamical
averaging was detected at a lower temperature, 250 K. The same spectra were obtained
when the molar ratio H,O,/ TiCl; was increased to 300:1, to mimic the conditions in
the Nafion system. No signals were detected when the concentration of H,O, was
lower, 20 or 3% w/v. The results emphasize the effect of the environment on the stabil-
ity of radical species obtained in the Fenton reaction. The main effects of the Nafion
matrix are increased stability of HOOe radicals, decreased rate of dynamical averaging

Fluorinated Alkyl Radicals
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Fig. 9. The ESR spectra at 300 K of the swollen Nafion/Ti(III)/H,0O, sample, as a function of

contact time with H,O,. Arrows indicate the approximate line width of the broad signal (84 G),
which was assigned to fluorinated alkyl radicals. (From Ref. 39 with permission.)
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for the TiOOe radicals, and formation of O,*” radicals. Radical stabilization by the
matrix is also reflected in the higher concentration of H,O, needed to form the radical
species in the Fenton reagent (no Nafion).

4.3. Membrane-Derived Fluorinated Radicals in UV-Irradiated Nafion and
Dow Ionomers: Effect of Counterions and H,0,

Radicals formed in UV-irradiated Nafion membranes partially or fully exchanged by
Cu(Il), Fe(Il), and Fe(Ill) were analyzed by ESR spectroscopy; some samples were
exposed to H,O, solutions prior to the UV irradiation. Selected experiments were per-
formed with the Dow membranes. The major goals were to identify the radicals and to
assess the effects of H,O, and of specific cations. Cu(Il), Fe(I), and Fe(IIl) are para-
magnetic and can be detected by ESR. In addition, their intensity during the formation
of membrane-derived radicals can be tracked. These counterions were selected because
of their known effect on polymer durability: A dramatic decrease of thermal stability in
poly(acrylic acid) containing CuNO; was reported;** moreover, perfluorinated mem-
branes were less stable when stainless steel end plates were used in FCs, but no delete-
rious effects were observed with aluminum end plates.*> The results presented here are
evidence for the formation of specific membrane-derived radical fragments, and sug-
gest that a possible point of attack is at or near the pendant chain of the ionomer.*®

The ESR signals at 200 K of Cu(Il) in Nafion membranes (degree of exchange
2%, by CuCl,) are presented in Fig. 10. The gradual formation of the “quintet” sig-
nal is seen with increasing irradiation time. The five lines are approximately in the
ratio 1:4:6:4:1, as expected for hyperfine splittings (hfs) from four equivalent nuclei
with I = 1/2, and isotropic coupling a;,, = 22.5 G. Annealing above 200 K led to the
formation of the “quartet” signal, as seen in Fig. 11; the new signals can be assigned
to hfs from three equivalent nuclei with / = 1/2 and a;,, = 14 G. The quartet was also
detected in Nafion/Fe(II) and the additional small splittings (=5 G) of each line were
assigned to spin flip satellites from neighboring protons (see below). Arguments for
the assignments of the hfs for the quintet and quartet signals to splittings from '°F
nuclei will be presented below.

In Nafion exchanged by Fe(Il) as FeSO,, weak ESR signals from Nafion-derived
radicals were detected at 77 K even in the absence of H,O,. The degree of exchange was
important in determining the signal intensity; in the range 2—40%, signals were strongest
for 10% neutralization. A weak signal was seen even in non-U V-irradiated samples. This
result suggested that the role of UV irradiation is to accelerate the formation of a signal
that is produced even in the dark, and possibly during fuel cell operation.

The ESR intensity was significantly higher when the ionomer was treated with
aqueous H,0, prior to evacuation and UV irradiation, as seen in Fig. 12. By com-
parison with published data on fluorinated radicals obtained by y-irradiation or pho-
tolysis of fluorinated compounds, including polytetrafluoroethylene (PTFE,
Teflon),***”* the signal shown in Fig. 12 was assigned to a chain-end perfluori-
nated radical RCF,CF,". The presence of Fe(III) is seen in Fig. 12, at g = 4.31 and
2.00, for tetrahedral and octahedral coordination, respectively; the weak signal from
a forbidden transition of Fe(III) in a distorted tetrahedral or octahedral coordination
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g =2.0031
aF = 225G
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Fig. 10. Evolution of the “quintet” ESR spectrum at 200 K as a function of UV-irradiation
time in Nafion 10% exchanged by CuCO; and evacuated for 1 day prior to irradiation. (From
Ref. 46 with permission.)

at g = 3.4 is also present. The intensity of signals attributed to RCF,CF,* increased
with irradiation time, while that of Fe(III) decreased, indicating that the presence of
Fe(Ill) is crucial for radical formation. In order to prove this point, Nafion mem-
branes that were partially exchanged by Fe(IlI) were examined; in these membranes
strong signals from RCF,CF,"® radicals were detected upon UV irradiation in the
absence H,0,, thus providing additional support for the conclusion that Fe(III)
reacts with the membranes to form the radicals. Identical ESR signals from the
RCF,CF,* radicals were also detected in the UV-irradiated Dow membranes par-
tially exchanged by Fe(III). Figure 13a shows X-band ESR spectra at 77 K in UV-
irradiated Nafion/Fe(I)/H,0, and Nafion/Fe(Ill), together with the simulated
spectrum for the RCF,CF,® fragment. Comparison of ESR spectra measured at 133
K at X- and Q-bands, Fig. 13b, indicated that the spectrum is dominated by hyper-
fine splitting from '°F and not by g-anisotropy.

For some combinations of temperature, degree of neutralization by Fe(Il), and
RCF,CF,*, and (low) H,0, concentrations, the signal from the chain-end radical is
transformed into the “quartet”, as seen in Fig. 14; this signal is identical to that
detected in Nafion/Cu(Il), Fig. 13. The additional small splitting in the ESR spectrum
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Fig. 11. Transformation of the “quintet” detected in the sample described in Fig. 9 into the
“quartet” ESR spectrum upon annealing above 200 K. (From Ref. 46 with permission.)

of the quartet disappeared when the radical was formed in Nafion/Fe(II)/H,0O,/D,0.
Simulation of the spectra allowed a more accurate determination of the main split-
tings. The hyperfine splitting from protons, ay = 5 G, are spin-flip satellites: small
splitting from neighboring protons.>

4.3.1. Fluorinated Radical Fragments. The ESR spectrum of the chain-end radical
was simulated (Fig. 13a) based on hfs from four '°F nuclei, two in o and two in
positions, and by assuming a planar structure around the carbon atom bearing the
unpaired electron. The magnetic parameters used for the simulation are shown in
Table 1. The principal values of the g- and '°F hyperfine tensors for the chain-end
radical RCF,CF,"® obtained by simulation of the ESR spectrum (Table 1), were com-
pared with literature values.***’*° The principal values of the hyperfine tensor, the
F, nuclei in the RCF,CF,° radical, are 222, 18, and 18 G, close to the corresponding
values of 225, 17, and 17 G determined for the propagating chain-end radical in
PTFE.*4° The isotropic splitting, a;,, = 86 G, is identical in both systems, and close
to the value of 87.3 measured for the fragment RCF,CF,* detected in the high-tem-
perature photolysis of perfluorinated polyethers.>!

The principal values of the hyperfine tensor for the Fy nuclei in the RCF,CF,"* radi-
cal in Nafion are 30, 38, and 38 (a;,, = 35 G), different compared to the corresponding
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Fig. 12. Effect of UV-irradiation time on the ESR intensity of the chain-end radical RCF,CF,*
measured at 160 K in Nafion/Fe(II)/H,0,. Degree of neutralization: 40%. Note the progressive
horizontal displacement of the spectra to the left, to better visualize the signal from the perflu-
orinated fragment. The g-values for Fe(Ill) are indicated. (From Ref. 46 with permission.)

TABLE 1. Magnetic Parameters of the Radical RCF,CF,* in Nafion*

g = 2.0023 g,=20023 g =20030 giso = 2.0025
n(Fy) =2 n(Fy) =2

An(Fy) = A (Fy) = 18G A(Fp) = A, (Fy) =38G

A(Fy) =222G A(Fy) =30G

aio(F) = 86 G aio(Fy) = 35 G

“ n(F,) and n(Fp) are the number of o and B interacting '°F nuclei, respectively. The simulation is based
on Gaussian line shapes, line widths 38 (along x,y), and 18 G (along z), 8 = 100 and ¢ = 1.

values of 10, 17, and 17 (a;, = 15 G) determined for the propagating chain-end radical
in PTFE. Isotropic hyperfine splittings from [ fluorine nuclei are sensitive to the
radical conformation, and usually follow the expression a;(Fz) = by + b, cos’,
where 0 is the dihedral angle, between the direction of the unpaired electron and the
projection of the Cg—Fg bond on a plane perpendicular to the direction of the C,~Cp
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(@) RCF,CF,’
(2F,, 2FB)

Experimental

77K
Nafion/Fe(ll)/H,0,

Nafion/Fe(lll)
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Fig. 13. (a) The ESR spectrum at 77 K of the chain-end radical RCF,CF,*® in UV-irradiated
Nafion/Fe(11)/H,0,/H,0 (60 min, degree of neutralization 40%), in U V-irradiated Nafion/Fe(III)
(55 min, degree of neutralization 10%), and the corresponding simulated spectrum. The mag-
netic parameters used in the simulated spectrum are given in Table 1. (b) Comparison of ESR
spectra at X- and Q-band (34 GHz), T = 133 K. (From Ref. 46 with permission.)
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direction. For '°F nuclei, b, = 0, and b, is known to vary in the range 50-80 G, depend-
ing on the particular system.*> With b, = 65 G, the value & = 43° is obtained for the
chain-end radical in Nafion, compared to 61° in the propagating chain-end radical in
PTFE. The large difference in the dihedral angle for these two systems may indicate
that the radical in Nafion is not part of the backbone, but part of the side chain, as
shown in Fig. 15. A possible route for the radical formation is UV scission of the C-S
bond in the pendant chain of Nafion. The weak signal detected in Nafion/Fe(Il) in the
absence of H,0, and the strong signal in the presence of H,O, (Fig. 14) suggest that
Fe(III) facilitates such scission. The proposed process is -OCF,CF,SO;~ + Fe(Ill) —
—OCF,CF,S05* + Fe(II).>> Recombination of —OCF,CF,SO;" radicals can lead to
SO,, O,, and to the chain-end radical —OCF,CF,".

The ESR spectrum of the chain-end radical RCF,CF," was recently simulated by an
automatic fitting procedure, using as input the hyperfine coupling tensors of the two Fou
and two FP nuclei as well as the corresponding directions of the principal values from den-
sity functional theory (DFT) calculations. An accurate fit was obtained only for different
orientations of the coupling tensors for the two Fou nuclei, indicating a nonplanar structure
about the Caot radical center. The isotropic hyperfine splittings for the two F3 nuclei in the
Nafion radical are slightly different (24.9 and 27.5 G), and significantly larger than for the
chain-end radical in Teflon (15 G), implying different radical conformations in the two
systems.>® These studies are in progress.

T (K)
100

From RCF,CF,*

160

200

210

220

g=2.004 240
a;r=14G

To "Quartet"

s

L . T T T
3000 3100 3200 3300 3400 3500 3600 3700
Magnetic Field / G
Fig. 14. Transformation of the chain-end radical RCF,CF,* in Nafion/Fe(I1I)/H,0,/H,0 into

the “quartet”, with hyperfine splittings from three '°F nuclei. Degree of neutralization: 10%.
(From Ref. 46 with permission.)
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Fig. 15. Proposed structure and conformation of the RCF,CF,° radical fragment detected in
Nafion, and the directions of the principal values of the '°F hyperfine-H and g-tensors. The
2p w orbital of the unpaired electron is shown; 0 is the dihedral angle, equal to = 43°.

It was reasonable to assume that the quartet signal, which is formed by the disap-
pearance of the perfluorinated chain-end radical in Nafion/Fe(Il)/ H,O, and was
detected in Nafion/Cu(Il), is also a perfluorinated radical. Isotropic hyperfine split-
tings from three fluorine atoms, with a;,, = 14.2 and g;,, = 2.004, were deduced by
simulation. The g;,,-value suggests a carbon centered radical. The isotropic hfs in
both quartet and quintet radicals are too low to arise from radicals where the unpaired
electron is centered on the carbon in a C-F fragment; fragments with no o fluorine
nuclei are more likely candidates. Note that a radical showing interactions with three
B fluorine nuclei and a;, = 11.5 G was assigned to the radical CF;C*0O, a value sim-
ilar to that in the quartet radical in Nafion.>*

The quartet is formed in Nafion/Cu(Il) by the transformation of the quintet radi-
cal, with a;,, = 22.5 G. A similar quintet (a;, = 24 G) was detected during the pho-
tolysis of perfluoroketones and assigned to radical 1 below.** By analogy, radical 2
was proposed as responsible for the quintet detected in Nafion. Structure 2 implies
that the unpaired electron is located on the carbon atom in the Nafion backbone that
is linked to the pendant chain by loss of a fluorine atom. This structure is in agree-
ment with the detection of fluorine anions during fuel cell operation.?

Tentative Assignment of the Quintet Radical in Nafion

. — CFE,CF,CF,C CF,CE, —
— CF,CF,C CF,CF;
OCF,CFOCE,CF,SO;H
OCF,CF;
CF,
(1) aiso(4Fp) = 24 G (Ref. 54) (2) Quintet in Nafion, a;,(4Fp) = 22.5 G

The proton spin flip satellites detected for the quartet (Fig. 14) also suggest the
proximity of the pendant side chain to the radical; the proton could come from water
protons, or from nonexchanged sulfonic groups.

The identification of these Nafion fragments suggests the possibility that the point
of attack is at, or near, the ionomer side chain.
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4.4. In situ ESR Experiments

Conventional in situ analysis of fuel cells is limited in most cases to static and
dynamic electrochemical methods, in particular to current—voltage characteristics
and impedance spectroscopy or cyclovoltammetry. These techniques provide an inte-
gral type of information and cannot easily differentiate between cathode and anode.
Aiming at complementary and more selective information, a fuel cell capable of
operating in the resonator of an X-band spectrometer was developed (Fig. 16), which
permits direct observation and monitoring of radical formation.> This study had the
objective to identify fuel cell operating conditions that lead to oxidative membrane
degradation.

Carbon-supported Pt catalysts with carbon-based gas diffusion electrode backings
gave an intrinsic ESR signal of Dysonian line shape with a humidity dependent
amplitude.’® An alternative solution was advantageous: a catalyst-coated membrane
(CCM) in which dry Pt powder of =~ 30-nm grain size was blown onto the membrane
and fixed by rolling it through a calender. These CCMs, which were prepared with a
Pt loading of =~ 0.77 mg Pt cm™ 2 on both Nafion and fluorine-free membranes, had
no intrinsic ESR signal. As the concentration of free radicals produced in a fuel cell
is low and their lifetime is short, direct ESR detection was not possible.

For sufficiently high concentrations, radical defects in a polymer are easily
detectable, as demonstrated for electron-irradiated Teflon FEP (Fig. 17).3%%7 The
peroxy radical was observed, with its characteristic axial signal at low temperature
(Fig. 17a). The signal narrows and becomes more symmetric due to partial averaging
of dipolar contributions to the line width when rapid chain motion sets in above the
glass transition (Fig. 17b). The perfluorinated peroxy radical loses oxygen (O,) at
higher temperature, and the signal from the alkyl radical, in the present case a

(it

Fig. 16. Fuel cell and X-band microwave resonator for in situ ESR experiments with mem-
brane-electrode assembly (black rectangle) and electrical contacts and gas feeds (from the left).



STUDY OF MEMBRANE STABILITY BY ESR 223
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Fig. 17. The ESR spectra obtained by electron irradiation of Teflon FEP in air: (a) FEP-per-
oxy radical at 163 K, (b) same sample 333 K, showing a superposition of peroxy radicals and
alkyl radicals (arrow and dotted lines); (c) perfluoroalkyl radical obtained under argon at 333
K. (From Ref. 57 with permission.)

superposition of a secondary and a tertiary radical, dominates (Fig. 17¢). The detec-
tion limit depends strongly on line width and splitting multiplicity. For the present
examples, this limit was =~ 2 X 1078 mol spins/g polymer. This means that 1 out of
10° CF, groups was damaged, a rather high value. For lower concentrations of
defects, spin trapping technique transforms short-lived radicals into longer lived
species, so that a detectable concentration can be accumulated, as will be shown
below.

Figure 18 displays ESR spectra obtained when 10 pL of a 1 M aqueous solution
of o-(4-pyridyl-1-oxide)-N-tert-butylnitrone (POBN) was deposited at the anode.
After 5 min of closed-circuit operation, the POBN-H*® adduct was detected, with g =
2.0056, ay = 15.1 G (1:1:1 triplet), and ag = 9.8 G (1:2:1 triplet), independently of
the type of membrane. The same spectrum was detected when the cell was operated
with either H, or D, gas. However, when D,O water was used as a solvent, the
observed spectrum was predominantly that of the D adduct. Thus, we conclude that
either the spin trap is first reduced to its anion and then protonated by the solvent
water as shown below, or that the surface-adsorbed hydrogen exchanges rapidly in
the aqueous environment.
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Two-Step Spin Trapping of H (D) Atoms Using POBN
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Of interest in view of polymer membrane degradation are the observations at the
cathode. Under the same experimental conditions as above, the detected signal was a
nitrogen triplet with ay = 15.1 G split by a hydrogen doublet with ay; = 2.8 G (Fig. 19).
A similar spectrum was observed in the presence of ethanol, when the ethylol radical
(CH;C*HOH) was trapped;> in the absence of ethanol the signal was much broader.
This demonstrates that the additional line width is not due to spin exchange with O,, and
must be assigned to incomplete averaging of the dipolar anisotropy. We conclude that
the only explanation for these spectra is a radical defect located on the membrane sur-
face. This is key evidence of membrane degradation, and in agreement with the expec-
tation that the signal observed with the more inert Nafion membrane is an order of
magnitude weaker compared to that obtained with a fluorine-free membrane.

Another important observation was obtained with DMPO as the spin trap. When
DMPO was applied to the cathode of a Nafion-based CCM, a four line spectrum
was obtained, with hfs characteristic for the HOe adduct: ay = ay = 14.8 G
(below, and Fig. 20). The lines are narrow, as expected for a radical that can tum-
ble rapidly. It is significant that this radical was observed mostly with the Nafion

(@

H,0
H®
)
N
(b)
D,0
3420 3440 3460 3480 3500

Magnetic Field / G

Fig. 18. The ESR spectra (a) obtained with an aqueous POBN solution at the anode side of the
in situ fuel cell, with H,O (g = 2.0056, ay = 15.10 G, ay = 9.82 for two H atoms) and D,0 (b)
as solvents for the spin trap. Spectrum b is a superposition of the deuterium-adduct (ap = 1.50 G
for two D atoms) and the hydrogen-adduct from residual protons. (From Ref. 55 with permission.)
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Fig. 19. The EPR spectra obtained with aqueous POBN solution at the cathode side of the
in situ fuel cell. Catalyst-coated membrane based on Nafion membrane (a) and on a fluo-
rine-free membrane (b, ay = 15.10 G, ay = 2.68 G). (From Ref. 55 with permission.)

membrane: Nafion does not consume the HOe radicals, and these are then trapped
by DMPO.

Spin Trapping of HO Radicals by DMPO

5. CONCLUSIONS AND PROSPECTS

This chapter described ESR methods for the detection of oxygen radicals; demon-
strated that the chemistry of membrane degradation is strongly pH dependent;
detected the involvement of transition metal ions in reactions with PEMs that lead to
the formation of membrane fragments even in the stable Nafion and Dow membranes;
and proved the presence of spin-trapped HOe radicals or membrane radicals in Nafion
or less inert membranes, respectively. Taken together, these results have suggested
that the process of degradation is complex and intimately related to the membrane
structure. In the perfluorinated PEMs, for example, the process of membrane collapse
can start not only at the backbone as suggested so far, but also at the pendant chains.
Much remains to be done for a full and quantitative understanding of the kinetics and
mechanism. We single out the need to determine FC materials and operating condi-
tions that lead to the formation of membrane fragments.

The durability of polymer membranes in fuel cells depends, however, on numer-
ous parameters, of which the chemical stability of the membrane is only one factor.
Fuel cell materials, the nature of the catalyst, mechanical and thermal stresses, and
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Fig. 20. The ESR spectrum obtained with an aqueous DMPO solution at the cathode side of a
Nafion-based catalyst-coated membrane. The lines marked with squares are from the DMPO-
HOe adduct. (From Ref. 55 with permission.)

macroscopic inhomogeneities, such as pressure or humidity gradients along over fuel
gas flow lines as well as local microscopic inhomogeneities near catalyst grains and
proton conduction paths, must also be considered. For these reasons, the full picture
of membrane durability requires, and is expected to evolve through, combined efforts
and collaboration of an interdisciplinary team with expertise in materials, electro-
chemistry, and, of course, spectroscopy.
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1. ESR IMAGING (ESRI) AS A NONDESTRUCTIVE METHOD FOR
SPATTALLY RESOLVED DEGRADATION STUDIES

The lifetime of polymeric materials used in various applications is limited. When
exposed to heat, mechanical stress, and ionizing or ultraviolet (UV) irradiation in the
presence of oxygen, polymers undergo oxidative degradation due to the formation of
reactive intermediates, such as free radicals R* and ROOe, and hydroperoxides
ROOH.!* Exposure to environmental factors leads to profound changes in polymer
properties, on both the molecular and the macroscopic levels. The chemical structure
is modified due, for example, to chain scission, cross-linking, formation of double
bonds, and increase or decrease of the molecular mass. These modifications result in
changes of the elastic properties and of the degree of crystallinity.! The degradation
chemistry is complicated because even small amounts of chromophores, free radicals,
and metallic residues from polymerization reactions can introduce additional reaction
pathways that enhance the rate of degradation. The deleterious effects are often not
detected immediately, but develop over periods of months or even years. The gradual
modification of the polymer and the ultimately grave results are due to trapped radi-
cals that react slowly, to peroxy radicals that decompose in time with formation of
reactive radicals and gas molecules, and to trapped gases that lead to local stresses and
cracking. While the time scale of these changes may vary, the final results are dra-
matic: degradation of the structure and collapse of the mechanical properties.

Electron spin resonance (ESR) methods have been used extensively and are
extremely useful for detecting and identifying the radicals formed, elucidating the
degradation mechanism, and simulating the variation of the ESR spectra with tem-
perature based on specific motional models. Model-specific simulations of the line
shapes have been developed for the study of oxidative degradation of polymers due
to ionizing radiation.’ Irradiation in vacuum has allowed the study of the type and
mobility of alkyl radicals Re derived from the polymer. Such studies were initially
performed on polytetrafluoroethylene (Teflon) and other perfluorinated polymers,
because perfluoroalkyl radicals can be stabilized even at ambient temperature; in
these polymers mid-chain alkyl radicals and radicals formed by chain scission have
been detected. Admission of oxygen led to the formation of the corresponding per-
oxy radicals, ROQe. Variation of the temperature in the range 77 K to and above
ambient temperature has been used to advantage to stabilize some of the more reac-
tive intermediates, and to elucidate the dynamics. The motional mechanism of the
peroxy radicals was deduced by simulation of the temperature dependence of the
spectra; in this way a correlation between the radical mobility and reactivity has been
clearly established.

This approach has also been extended to some protiated polymers. In y-irradiated
polypropylene (PP), the more mobile peroxy radicals, where the main motion was a
rotation about the polymer axis, were also more reactive and short lived, compared to
peroxy radicals that were rigid on the time scale of the ESR experiment (10~ 8-10"!'s)
and involved only in limited local motions.®

Recent research on the effects of radiation and thermal treatment of polymeric mate-
rials is focused on two important goals: understanding of the degradation mechanism
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and prediction of polymer lifetime, and the development of protective additives.”!!

Hindered amine stabilizers (HAS) rank among the most important recent developments
for stabilization of polymeric materials. Nitroxides and hydroxylamines are major
products of reactions involving HAS. The HAS-derived nitroxides (HAS-NO) are
thermally stable, but can scavenge free radicals to yield diamagnetic species; the
hydroxylamines can regenerate the original amine, thus resulting in an efficient protec-
tive effect. Some of these events are shown in Fig. 1, where >NH denotes the amine,
—NO- the nitroxide, and Re, ROOe¢, and ROOH are the reactive intermediates derived
from polymer chains exposed to oxygen and irradiation or heat.

The crucial role of nitroxides (added as such, or derived from HAS) has been doc-
umented recently in low-molecular-mass model systems;'? this study has suggested
that the key step that explains the antioxidant role of HAS is the formation, by one-
electron oxidation, of the radical cation -NH™ that deprotonates to give the aminyl
radical —-Ne. An important intermediate radical, the N-peroxy radical -NOQe, has
been detected by ESR.!° The most stable radical is -NOs. Though stable, however,
nitroxide radicals can react efficiently with alkyl and alkoxyl radicals derived from
polymeric precursors.

In polymers, the situation is considerably more complicated compared to low-
molecular-mass model systems. The nature and concentration of the various inter-
mediates, including the nitroxide radicals, varies with the nature of the polymer
matrix, thermal history, humidity, and type of HAS. In spite of numerous studies,
important details on the degradation steps and kinetics are still incomplete or miss-
ing altogether.”!2

The concept of diffusion-limited oxidation (DLO) developed by Clough and co-
workers has greatly contributed to the understanding of the mechanism for polymer
degradation: If oxygen diffusion is slow compared to the rate of degradation, as in
accelerated degradation in the laboratory, only thin surface layers in contact with air
are degraded, while the sample interior is little, if at all, affected; this is the DLO
regime.'® This concept implies that lifetimes of polymeric materials deduced from
the study of average properties of samples involved in accelerated degradation can-
not be used to estimate the durability of polymers in normal exposure. For this rea-
son, methods for measuring the spatial distribution of polymer properties due to
degradation are needed, and have been developed: Density profiling measures the
change in density, which is expected to increase in aged samples, along the irradia-
tion depth;'* and modulus profiling measures the tensile modulus, which decreases
during degradation.'*!> The spatial variation of these properties is an excellent
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Fig. 1. The chemistry of HAS.



232 SPATIALLY RESOLVED DEGRADATION IN HETEROPHASIC POLYMERS

indicator of degradation, especially at advanced stages in the degradation process.
Both profiling methods are destructive, in the sense that the sample is cut into sec-
tions and each section is studied separately. As described in Section 4, cutting a crys-
talline polymer can induce morphological changes; for this reason, nondestructive
methods are preferable.

Electron spin resonance imaging (ESRI) can be performed in stabilized polymers
containing HAS-NO as the imaging contrast by encoding spatial information in the
ESR spectra via magnetic field gradients, as described in Chapter 4. This approach
was originally suggested by Ohno, who presented two-dimensional (2D)
spectral-spatial ESRI images of radicals in polypropylene (PP) containing two dif-
ferent stabilizers, but no detailed analysis.'

Lucarini and co-workers have determine the distribution of the nitroxide
radicals in UV-irradiated PP containing a hindered amine stabilizer by one-dimen-
sional (1D) ESRI. The spatial variation of nitroxide intensity in the thicker samples
irradiated for longer times was explained by the diffusion-limited oxidation (DLO)
concept. The DLO regime and high oxidation rates lead to narrow penetration depth
of oxygen. Recently, Marek et al.?% reported 1D ESRI experiments on polystyrene
and polypropylene plaques exposed to thermal aging and UV irradiation.

Our laboratory developed 1D and 2D spectra—spatial ESRI for the study of het-
erophasic systems, such as poly(acrylonitrile-butadiene—styrene) (ABS)*'*° and
heterophasic propylene—ethylene copolymers (HPEC) containing bis(2,2,6,6-tetram-
ethyl-4-piperidinyl) sebacate (Tinuvin 770) as the HAS, and exposed to thermal
treatment and UV irradiation.’!=>3 The major objectives were to examine polymer
degradation under different conditions; to assess the effect of rubber phase (polybu-
tadiene in ABS and ethylene—propylene rubber in HPEC) on the extent of degrada-
tion; and to evaluate the extent of stabilization by HAS. The repeat units in ABS and
the formula of Tinuvin 770 are shown in Fig. 2.

d17—19

(@)
Tinuvin 770, bis(2,2,6,6-tetramethyl-4-piperidinyl) sebacate
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Repeat units in ABS polymers

CHy-GH- -CHy-CH=CH-CH- -CH,-CH- -CH,-CH-
C=N CH=CH,

1,4-trans- and cis-1,2 vinyl-
Acrylonitrile (AN) Butadiene (B) Styrene (S)

Fig. 2. Tinuvin 770 and repeat units in ABS.
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As described below, the HAS-derived nitroxides in heterophasic polymer systems
perform a triple role. First, they provide the contrast needed in the imaging experi-
ments. Second, they enable the visualization of polymer morphology, based on the
detection of two dynamically different components detected in the ESR spectra of
the nitroxides; in ABS, for example, the two sites, fast (F) and slow (S), have been
assigned to location of nitroxides in butadiene-rich and styrene—acrylonitrile (SAN)-
rich domains, respectively. Third, the spatial variation of the ESR spectra of nitrox-
ides (in terms of intensity and line shapes) with treatment time, ¢, provides detailed
information on the extent of degradation in the different microdomains. These exper-
iments made possible the determination of the concentration profiles of the nitrox-
ides from 1D ESRI, and also of the spectral profiles from 2D spectral-spatial ESRI,
both in a nondestructive way. In these studies the nitroxides, which are the contrast
agents, are part of the system; therefore these studies represent the evolution of ESRI
techniques beyond phantoms.

This chapter is organized as follows. Section 2 describes selected experimental
details on sample preparation and treatment, as well as on the determination of the
nitroxide profile (1D ESRI) and on 2D spectral-spatial ESRI. The ESR spectra of
HAS-NO in the heterophasic polymers are described in Section 3. Both 1D and 2D
ESRI experiments are described in Section 4, which includes results for the ABS and
HPEC systems, a comparison of ESRI and Fourier transform (FTIR) methods, and
our experience with the effect of microtoming on crystalline polymers. Conclusions
are presented in Section 5.

2. EXPERIMENTAL DETAILS

The ABS polymers are usually prepared in two steps. In the first step, polybutadiene
(PB) with the required degree of cross-linking is prepared. In the second step, PB
reacts with acrylonitrile and styrene monomers; during this step two processes take
place: copolymerization of acrylonitrile-styrene monomers and grafting of the
copolymer to polybutadiene. The resulting complex polymeric materials are phase
separated and consist of a continuous acrylonitrile—styrene copolymer matrix phase
in which PB particles are dispersed.>** The properties of ABS can be modified by
variation of the preparation method, size, and size distribution of the rubber particles,
cross-link density, the amount of each repeat unit, and the molecular weight of the
free SAN. The size of the rubber particles is in the range 0.1-1 pm for emulsion poly-
merization, and 0.5-5 wm (that can contain occluded SAN) in mass polymerization.
Due to the wide range of variables, the properties of ABS polymers can be modified
to suit specific applications. Our experiments were performed on ABS containing
10% PB prepared by mass polymerization, and ABS containing 25% PB prepared by
emulsion polymerization.

Heterophasic propylene—ethylene copolymers (HPEC) consist of crystalline
polypropylene (PP) modified by an elastomeric component, typically ethylene—propy-
lene rubber (EPR),*® and are prepared by polymerization of propylene (P) in the pres-
ence of catalysts, and sequential polymerization of a propylene—ethylene mixture with
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the same catalysts.>” The resulting polymeric materials are heterophasic, but the spe-
cific morphology depends on the preparation method and monomer ratio. In scanning
electron microscopy (SEM) studies of HPEC, evidence for the presence of “two
phases” has been reported: the continuous PP phase, and the dispersed EPR phase
(Fig. 1b).3® The size of the dispersed elastomer particles was found to depend on the
polymerization details; for example, in HPEC prepared by sequential polymerization
and containing 18 %wt EPR, the particle size measured by SEM was <1 um.*® More
recent papers have recognized the presence of four phases in HPEC: crystalline PP,
amorphous PP, crystalline EPR (predominantly polyethylene, PE), and amorphous
EPR.* Our experiments were performed on HPEC with ethylene (E) content of 25%
(notation HPEC1), and HPEC with E content of 10% (notation HPEC?2).

For the ESR and ESRI experiments, the polymers containing 1-2 % Tinuvin were
prepared as 10 X 10 X 0.4-cm plaques, which were obtained by injection molding at
483 K. Thermal treatment of the plaques was performed in convection ovens, at 333,
353, and 393 K for ABS samples, and at 393 and 433 K for HPEC samples. The UV
irradiation of the plaques was done in weathering chambers at 338 K with a Xe arc
that mimics sunlight, or at 318 K with UVA (320-370 nm) or UVB (290-320nm)
sources. For the ESR and ESRI experiments, cylindrical samples 4 mm in diameter
were cut through the plaque thickness at selected time intervals, transferred to a 5
mm diameter ESR sample tube, and placed in the ESR resonator with the symmetry
axis along the long (vertical) axis of the resonator and parallel to the direction of the
magnetic field gradient. The irradiance as a function of wavelength for UVA-340 and
UVB-FS20 fluorescent lamps versus sunlight, and the sample collection from the
plaque, are shown in Fig. 3.

The intensity profile of the nitroxide radicals was deduced from 1D ESRI experi-
ments. To this end, two spectra are needed: the usual ESR spectrum, and the ESR

Flaque
2,0 \
o 154
£
E Uy
E 1,04 —_—
% LUYB F5-X) .
E 0.5 .".J‘
H
1 F)
001 et s t
T T T | Salllﬁh:
50 3H 350 A 450
Wavelength / nin

Fig. 3. Irradiance as a function of wavelength for UVA-340 and UVB-FS20 fluorescent lamps
and for sunlight (left), and sample selection from the irradiated plaque.
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spectrum measured in the presence of the magnetic field gradient (/D image). The
1D image is a convolution of the ESR spectrum in the absence of the gradient with
the distribution of the paramagnetic centers along the gradient direction (the profile).
The convolution is correct only if the ESR line shape has no spatial dependence.
The two spectra were measured either at 240 K close to the rigid limit of both
spectral components, or at 340 K in order to reach the motional narrowing regime
of both spectral components; in this way the spatial dependence of the ESR signal
was avoided. In most cases, the 1D images were obtained with a field gradient of
200G cm ™.

The intensity profiles were fitted by analytical functions and convoluted with the
ESR spectrum measured in the absence of the field gradient in order to simulate the
1D image. In the most recent work, the genetic algorithm (GA) was used for mini-
mization of the difference between simulated and experimental 1D images; this pro-
cedure allowed the best fit to be chosen automatically.>'33 In some cases the
experimental 1D profiles were corrected for the sensitivity profile of the resonator;
the difference will be illustrated below for the 1D profiles of HPEC.

The 2D spectral-spatial ESR images were reconstructed from a complete set
of projections, typically 128-256, collected as a function of the magnetic field
gradient, using a convoluted back-projection algorithm. In the first reconstruction
stage, the projections at the missing angles were assumed to be identical to the
projection measured at the largest available angle. In the second stage, the projec-
tions at the missing angles were obtained by the projection slice algorithm (PSA)
with 2-10 iterations.”3"33 Two-dimensional images were saved as 128 X 128 or
256 X 256 matrices.

3. ESR SPECTRA OF NITROXIDES DERIVED FROM HINDERED
AMINE STABILIZERS IN AGED HETEROPHASIC POLYMERS

Selected X-band ESR spectra at 300 K of HAS-NO in ABS, for the indicated irra-
diation times with the Xe source in the weathering chamber, are shown in Fig. 4. All
spectra, except that corresponding to the longest irradiation time in Fig. 4, consist of
a superposition of two components, from nitroxides differing in their mobility: a
“fast” component (F) with a total width of =32 G, and a “slow” component (S) with
a spectral width of = 64 G. The corresponding rotational correlation times, T., are
4x 10 %srad "and 5 X 1078 s rad~ ', respectively, deduced by simulations of the
spectra.>!?® The spectra indicate the presence of nitroxides in two different envi-
ronments. It is reasonable to assign the fast and slow components to nitroxides
located, respectively, in low-T, domains dominated by polybutadiene sequences
(T, =200 K), and in high-T, domains dominated by polystyrene (7,=370 K) or
polyacrylonitrile sequences (T,=360 K). This assignment was verified by spin
probe studies of polystyrene, polyacrylonitrile, and polybutadience and ABS.*° As
seen in Fig. 4, the relative intensity of the F component as a function of irradiation
time increases to a maximum (25%), decreases, and becomes negligible at the
longest irradiation time. The decrease of the relative intensity of F with irradiation
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time is due to the consumption of the HAS-derived nitroxide radicals located in the
butadiene-rich domains of the polymer, as butadiene is expected to be more vulner-
able to degradation compared to the other repeat units in ABS.

The ESR spectrum corresponding to the F component was isolated by subtracting
the spectrum of the slow component presented at the top of Fig. 4 from one of the
composite spectra. After this step it was easy to superimpose the two components,
and to reproduce all composite spectra; the relative concentration of each spectral
component was then obtained by double integration. After examination of numerous
samples, we became convinced that the same F and S components are detected in dif-
ferent samples, and the corresponding composite spectra differ only in the relative
intensity of the two components. The percentage of the fast component, %F, calcu-
lated as described above, is given for all spectra shown in Fig. 4.

ABS (10%B,2%HAS)

Irradiation Time, h % Fast

‘ 2425 0 |
Slow (S)

|
ol V7

235 25
141 21
23 15
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3300 3325 3350 3375 3400
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Fig. 4. The ESR spectra measured at 300 K of HAS-NO in ABS containing 10%B and 2%
HAS for the indicated irradiation times with a Xe arc in weathering chamber. Upward and
downward arrows point, respectively, to the signals from the fast (F) and slow (S) spectral
components. The relative intensity of the F component, %F, at 300 K is indicated.
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Two components were also detected in the ESR spectra at 300 K of thermally
treated ABS (see Fig. 5a). Only one component is seen at 240 K, because both
spectral components are close to the “rigid limit” of the nitroxide radical. Two spectral
components were also obtained for the thermally treated HPEC1 sample (see Fig. 5b).
As for ABS, only one component was detected at 240 K; a similar approach led to the

(a) ABS thermally treated at 333 K, 17 days

240 K

T T T T T T T T T T T T T T 1
3280 3300 3320 3340 3360 3380 3400 3420
Magnetic Field / G

(b) HPEC1 thermally treated at 433 K, 10 d

340 K

38%F 300 K

ES/G

64.1 )

t

S
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3320 3340 3360 3380 3400 3420 3440
Magnetic Field / G
Fig. 5. Temperature variation of the ESR spectra of thermally treated ABS (10%B and 2%
HAS) (a) and HPEC1 (b) containing 2% HAS. The F and S components are indicated in some

spectra. The extreme separations (ES) in G of the S component are indicated for spectra of
ASB spectra at 240 and 300 K, and for the HPEC spectrum at 240 K.
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determination of the %F in the spectrum at 300 K, 39 %. The line shapes at 340 K are
typical for rotation of the probe along the long axis of HAS-NO, and can be simulated
with a diffusion tilt angle, 0, equal to 90°; a similar simulation was appropriate for the
fast component in ABS.?! The angle 0 is between the direction of the N-O bond and
the axis of the 2p orbital of the unpaired electron. As nitroxide radicals are not expected
to intercalate in crystalline domains, the spectra shown above reflect dynamics in the
amorphous domains.

The major conclusion that was deduced from the spectra shown in Figs. 4 and 5 is
that the two sites detected for the nitroxides in the heterophasic systems studied can
serve as a basis not only for describing the morphology of the system, but also to
trace the evolution of the nitroxide signal as a function of treatment time, and the
time dependence of the degradation process, in the morphologically different
domains: in the butadiene-rich and SAN-rich domains in ABS, and in the amorphous
PP-rich and EPR-rich domains in HPEC.

Preliminary experiments on cut samples have indicated that as a result of UV
treatment, the intensity ratio of the fast and slow components, [S]/[F], varies with
sample depth. This information led to the need for 2D spectral-spatial ESRI experi-
ments, which determine the ESR spectrum as a function of sample depth. These
experiments allow the determination of the [S]/[F] within sample depth in a nonde-
structive way. Together with the determination of the total nitroxide concentration
and %F as a function of treatment time, the ESRI experiments allow the determina-
tion of the nitroxide profile in each morphologically distinct domain.

4. 1D AND 2D SPECTRAL-SPATIAL ESRI IN AGED HETEROPHASIC
POLYMERS

4.1. Poly(Acrylonitrile-Butadiene—Styrene) Systems

This section describes ESRI studies on ABS thermally aged at 333, 353, and 393 K,
and UV-irradiated ABS containing 10 and 25% B. The HAS content was 1-2%.

4.1.1. Thermal Aging of ABS. Figure 6 presents the 2D spectral-spatial perspective
plot of ABS (10% B, 2% HAS) thermally treated at 333 K in a constant temperature
bath for 17 days.???”-?8 The ESR intensity is presented in absorption. “Virtual” slices
at the indicated sample depths are presented in the derivative mode at the right side
of the figure. The nitroxide distribution is essentially homogeneous along the sample
depth, as also seen in 1D profiles (not presented). Furthermore, no spatial variation
of the line shapes was detected, and the average %F was 27 *= 4. This F content
deduced by 2D ESRI is in agreement with results of sectioning the sample, and
weighing and determining the %F in each slice; the average F content in the cut sam-
ple was 26 = 4%.

Completely different results were obtained when the same ABS plaques were
treated at higher temperatures, 3532 and 393 K.? Figure 7 presents the concentra-
tion profiles of nitroxides along the sample depth for the indicated treatment times at
393 K, deduced from ESR spectra and 1D images measured at 240 K. All profiles are
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ABS thermally treated at 333 K for 17 days
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Fig. 6. The 2D spectral-spatial perspective plot of HAS-derived nitroxides in ABS (10% B,
2% HAS) after 17 days of thermal degradation at 333 K, presented in absorption. The “virtual”
spectral slices are presented in the derivative mode. The depth in millimeters of the slice from
the sample edge is indicated.

symmetrical and are shown with the same maximum height. The profiles represent
the evolution from homogeneous (flat) degradation throughout sample depth for
treatment up to =70 h, to the DLO regime for longer treatment times. The depth of
oxygen penetration is reflected in the width of the profiles, which show that nitrox-
ide radicals and consequently the degradation process are limited to narrow layers at
the edges of the sample in contact with oxygen. The DLO regime is also clearly seen
in the 2D images (not shown), which indicated the negligible amount of nitroxide
radicals in the sample interior.

Based on the imaging experiments, it became possible to determine the concen-
tration profile of the F and S components within the sample depth for a given treat-
ment time, as shown in Fig. 8 for ABS aged for 834 h at 393 K. Similar data as a
function of treatment time constitute the “elastomer profile”:>>2° the relative inten-
sity of the F component as a function of sample depth and treatment time. For long
treatment times, = 240 h and above, the separate profiles for the F and S components
and the elastomer profiles indicated the consumption of the HAS on the outer edges
of the sample. As clearly seen in Fig. 8, the sample becomes depleted in the F com-
ponent in outer layers of thickness = 400 pm.

Recently, this approach was applied to the thermal degradation of ABS prepared by
emulsion polymerization and containing 25% B.?’ Comparison with results obtained
for a parallel study of ABS prepared by mass polymerization and containing 10% wt
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Fig. 7. Evolution of the 1D concentration profiles of HAS-derived nitroxides in ABS (10%B,
2% HAS) for the indicated treatment time at 393 K.
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Fig. 8. Concentration profiles for the F and S components after thermal treatment of ABS
(10%B, 2% HAS) at 393 K for 834 h.
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butadiene (ABS-10B) clearly indicated that the degradation rate of the polymer pre-
pared by emulsion polymerization (ABS-25B) is significantly reduced. This result
can be explained by the formation of cross-linked “composite” networks during emul-
sion polymerization, which lead to greater thermal stability. Several studies have
reported that this synthetic method leads to the formation of an extended cross-linked
region of butadiene; the B regions are often described as “composites”, because they
also contain a significant amount of the SAN component. In the polystyrene—polybu-
tadiene (PS—PB) system prepared by emulsion polymerization and containing 20% wt
B, for example, the amount of styrene in the composites was large, > 45%, and
depended on the molecular weight of PB and reaction conditions.*! Cross-linking and
incorporation of SAN in ABS polymers prepared by emulsion polymerization are
expected to reduce both the free volume and the rate of oxygen diffusion, and there-
fore to lengthen the induction time of oxidation and reduce the oxidation rate.

Additional support for the incorporation of SAN in the B domains in ABS-25B
has been obtained in a spin probe study performed in our laboratory, based on 10-
doxylnonadecane (10DND) and 5-doxyldecane (5DD).*’ Two spectral components
differing in their dynamical properties were detected for both probes in ABS-10B
and ABS-25B. The behavior of the fast component in ABS—10B, prepared by mass
polymerization, suggested that the low-T, phase is almost pure butadiene. Data for
the corresponding phase in ABS-25B prepared by emulsion grafting, however, also
indicated the presence of styrene—acrylonitrile monomers, which act as stabilizers. It
is possible that the degradation properties in ABS-25B are affected by the presence
of additives, as the polymer was of industrial origin. The spin probe study, however,
is not expected to reflect the presence of small amounts of additives, and therefore
the results are highly significant for the present study. It appears that emulsion poly-
merization results in a different morphology and microphase composition, with
important effects on the rate of thermal aging.

4.1.2. Photodegradation of ABS. The ESR spectra at 300 K of the HAS-derived
nitroxide in UV-irradiated ABS shown in Fig. 4 indicate the absence of the fast compo-
nent of the nitroxide radicals, which is associated with the butadiene-rich domains, for
long irradiation times, 2425 h. The corresponding concentration profiles along the irra-
diation depth, deduced by deconvolution of images measured at 240 K (not shown) are
spatially inhomogeneous, with an initial large nitroxide concentration on the irradiated
side, and a gradual increase of the nitroxide concentration at the nonirradiated side.”*
The profiles express the combined effects of oxygen and radiation, and show the regions
where the chemistry takes place: If oxygen diffusion is slow compared to the rate of
degradation, only surfaces in contact with air are degraded, while the sample interior is
little, if at all, affected. The same results were obtained for samples whose back was cov-
ered with aluminum foil, indicating that the radicals present on the back side are not due
to direct irradiation, for example by scattered light. It is interesting to note that for long
irradiation times, 2425 h, the nitroxide concentration on the nonirradiated side is higher
than on the directly irradiated side. This effect was assigned to the formation of nitrox-
ide radicals on the back side due to the small, but not negligible, amount of transmitted
light (=1%),* and to the fact that nitroxides are not consumed in stabilization processes
to the same degree as on the irradiated side.
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Figure 9 presents the 2D spatial-spectral perspective plot of nitroxide radicals in
ABS (10%B, 2% HAS) UV irradiated by a Xe arc during 6 days in the weathering
chamber. The ESR intensity is presented in absorption mode. The spectral slices
deduced nondestructively are shown, in the derivative mode, on the right side of Fig. 9
at the indicated distance from the irradiated side. The perspective plot and the spectral
slices very clearly show the distribution of the signal intensity and the negligible signal
intensity in the sample interior, as also seen in the concentration profiles deduced from
1D ESRI (not shown). The spectral slices indicate not only the line shape variation, but
also the relative intensity of each spectral component as a function of depth. For a rel-
atively short irradiation time (¢ = 141 h, = 6 days), the ESR spectrum of the directly
irradiated part of the sample exhibits a composite spectrum with %F =14%. Near the
nonirradiated side, %F is significantly larger. After longer irradiation times, > 900 h,
the irradiated side does not contain the fast component,”>?* and %F is significantly
lower at and near the nonirradiated side. Even for intermediate irradiation times, 643 h,
%F on the irradiated side is only = 3%.2* The major conclusion deduced from the 2D
ESRI experiments on Xe-irradiated ABS is that the nitroxides in the butadiene-rich
domains are consumed rapidly on the irradiated side, and their concentration decreases
to zero after = 900 h of irradiation. On the nonirradiated side, the degradation is much
slower, but even in this area a decrease of %F is detected when the irradiation time
increases from 141 to 934 h. As was demonstrated above, the variation with treatment

UV-irradiated ABS, 6 days

SPECTRAL SLICES
\ Fast/ % Depth / mm
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Fig. 9. The 2D spectral-spatial perspective plot of HAS-derived nitroxides after 6 days of UV
irradiation in the weathering chamber, presented in absorption. The spectral slices for the indi-
cated depths from the irradiated side are presented in the derivative mode. The relative inten-
sity of the F component, %F, is shown for three of the slices.
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time of %F within sample depth, spectral profiling, by the ESR imaging method, is an
exceptionally sensitive indicator of the extent and location of degradation processes.

4.2. Heterophasic Propylene-Ethylene Copolymers

This section presents the 1D and 2D ESRI study of thermally and UV-treated het-
erophasic propylene—ethylene copolymers (HPEC) polymers. Two polymers, coded
HPECI and HPEC?2, differing in ethylene content, were investigated. The ethylene
content was 25% wt in HPEC1 and 10% wt in HPEC2, within +2%, as determined
by FTIR.*> Morphologically, HPEC systems are more complex compared to ABS,
because of the presence of amorphous and crystalline domains.

4.2.1. Thermal Aging of HPEC. The ESR spectra of HAS-NO in HPECI
(1%HAS) thermally treated at 433 K for 10 days presented in Fig. 5b indicated the
evolution of the spectra, from the rigid limit in the range 100-240 K, to two compo-
nents at 300 K, and to a motionally narrowed spectrum at 340 K. As discussed above,
the nitroxide radicals reflect the dynamics in the amorphous domains. The relative
intensities of the two spectral components at 300 K in the HPEC samples was
deduced by deconvolution; at 300 K, %F = 38 in HPEC1, and 40 in HPEC2.

The concentration profiles of HAS-NO in HPEC1 and HPEC2 (both containing 2%
HAS) for the indicated treatment times at 393 and 433 K are presented in Fig. 10. Most
1D profiles show the formation of an outside layer that contains a lower amount of
nitroxide radicals. The layer is more pronounced for HPEC1 and the effect is seen
already after 29 days of treatment at 393 K. For the same conditions, the outside layer in
HPEC2 is not as visible, but becomes more pronounced after 168 days. The nitroxide-
depleted region is not detected in the 1D profiles of HAS—NO in HPEC1 samples treated
at 433 K for 7 days, and in HPEC2 samples treated for 7 and 50 days. All profiles were
corrected for the sensitivity profiles of the resonator; for comparison, the resonator pro-
file measured for the 5.65 mm-long cylindrical sample in the region of interest is also
shown in Fig. 10, together with the uncorrected profile. The DLO regime is clearly
reached for HPECI after 10 days of treatment at 433 K (bottom profile in Fig. 10), indi-
cating the advanced stage of oxidation; for HPEC2, the 1D profiles are almost flat even
after 50 days of treatment at the same temperature. These results indicate the faster
degradation rate for HPEC1, which contains the higher amount of ethylene, 25%.

The 2D spectral-spatial ESRI perspective plots at 300 K and corresponding spec-
tral slices in the derivative mode are shown for HAS-NO in HPECI1 treated at 393 K
for 168 days in Fig. 11a, and at 433 K for 10 days in Fig. 115. Comparison of the
spectral slices in Fig. 11a and b indicates a lower %F in Fig. 115 throughout the sam-
ple depth. This result, combined with the DLO regime evidenced in the perspective
plot, indicates more advanced degradation for the sample treated at the higher tem-
perature, even though the treatment time was much shorter, 10 versus 168 days.
Spectral profiling based on the 2D ESRI experiments for HPEC1 and HPEC?2 treated
at 393 and 433 K has indicated the formation of a narrow skin, =100 um thick, that
contains a lower %F, at both treatment temperatures. It was proposed that the HAS-
depleted layer is due to the loss of stabilizer by diffusion (blooming).*?
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Fig. 10. Concentration profiles of HAS-NO in HPEC1 and HPEC2 (2% HAS) deduced from
1D ESRI experiments, for the indicated treatment times in days at 393 and 433 K. For a treat-
ment time of 29 days, the corrected profile (solid line) is shown together with the sensitivity
profile of the resonator (dashed line) and the uncorrected profile (dotted line).

4.2.2. Photodegradation of HPEC. As for the thermally treated HPEC systems,
the ESR spectra of the UVA- and UVB-irradiated HPEC (whole samples) con-
taining 1 wt% HAS and measured at 300 K consist of two components, fast (F)
and slow (S), which reflect the different dynamics of nitroxide radicals in the
amorphous PP and rubber phases of the copolymers. The concentration profiles of
HAS-NO in HPEC samples that were irradiated with UVA and UVB sources for
the indicated treatment times are shown in Fig. 12 for HPEC1 and in Fig. 13 for
HPEC?2. The profiles are normalized according to the total radical concentration
in whole samples. The profiles for “O day” in Figs. 12 and 13 represent weak
nitroxide signals detected even before the UV treatment. For UVA-treated
HPECI, the concentration of HAS—-NO increases with treatment time, and the
radicals are almost homogenously distributed within the sample depth (Fig. 12a).
In UVB-irradiated HPEC1 samples, radicals are initially formed on the irradiated
side, in a layer of thickness <1 mm; longer treatment times led to additional for-
mation of radicals, to the displacement of the maximum intensity on the irradiated
side into the sample depth, and also to a small increase of radical concentration on
the back side.??

The nitroxide distribution profiles shown (Fig. 13a) for UVA-irradiated HPEC2
are dramatically different compared to similarly treated HPEC1 (Fig. 12a): for t =
10 days, the radicals are concentrated mostly on the irradiated side of the sample,
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Fig. 11. The 2D spectral-spatial ESRI perspective plots at 300 K and corresponding spectral
slices for HAS-NO in HPEC1 (2% HAS). (a) Treated at 393 K for 168 days. (b) Treated at 433
K for 10 days (Adapted from Ref. 31.)

in a layer of thickness = 1 mm; for # = 20 days, the radical concentration decreases
slightly on the irradiated side and nitroxide are present in increasing concentration
on the back side. In the case of UVB-irradiated HPEC2 (Fig. 12b), the maximum
concentration shifts toward the sample center for + =15 days, and radicals are
formed on the back side. After 40 days of irradiation, the highest radical concen-
tration is observed on the back side of the sample. No significant differences in
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Fig. 12. Normalized concentration profiles of HAS-NO in HPEC1 (2% HAS) deduced from
1D ESRI, for the indicated irradiation times. (¢) UVA irradiation and (b) UVB irradiation.
Horizontal arrows indicate the irradiated side of the plaque. (Adapted from Ref. 33.)

ESR spectra and concentration profiles were detected for samples whose back side
was covered by aluminum foil, indicating that nitroxides on the back side are not
formed due to scattered light, but due to penetration of UV light through the
plaque.
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Fig. 13. Normalized concentration profiles of HAS-NO in HPEC2 (2% HAS) deduced from
1D ESRI, for the indicated irradiation times. (@) UVA irradiation and (») UVB irradiation.
Horizontal arrows indicate the irradiated side of the plaque. (Adapted from Ref. 33.)

The concentration profiles have clearly indicated the faster degradation rates in
the UVB-irradiated samples. Moreover, the degradation is faster for HPEC2, which
contains the larger amount of the PP component.

The 2D spectral-spatial ESRI contour plot for HAS-NO in UVA-irradiated
HPECT1 for t = 20 days is shown in Fig. 14, together with spectral “virtual” slices
and corresponding %F at several distances from the irradiated side. The [F]/[S] ratios
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Fig. 14. The 2D spectral-spatial ESRI perspective plot and corresponding virtual slices of
HAS-NO in UVB-irradiated HPEC1 (2% HAS), t = 20 days. %F as a function of depth from
the irradiated side is indicated. (Adapted from Ref. 33.)

vary along sample depth: %F increases from the irradiated side toward the interior,
and is about twice higher on the back side compared to the side exposed to the light.
The high relative concentration of the F component on the nonirradiated side indi-
cates the low consumption of the nitroxides in stabilization reactions.

The ESRI experiments have made possible the visualization of the profound
mechanistic differences between UV and thermal degradation. In thermally treated
HPEC systems, the rate of degradation is higher in HPEC1, which contains 25 wt%
E. This effect can be explained by the higher diffusion rate of oxygen and reactant
mobility at the aging temperatures (393 and 433 K) in copolymers containing more
E. The higher degradation rate deduced in UV-irradiated HPEC2, which contained
less E (10%), showed the dominant effect of PP sensitivity at the point of attack, the
tertiary carbon, and suggests a different degradation mechanism in thermally treated
and UV-irradiated copolymers, as suggested previously.’? The effect of HAS content
is also different in thermal and UV degradation: increased HAS content leads to a
higher rate of degradation for thermally treated samples; but HAS is effective as a
light stabilizer, as seen by inspection of UV and thermally treated samples.*?

4.3. Comparison of ESRI and FTIR Methods

Fourier transform infrared spectroscopy is a well-established method for investigating
polymer degradation, because of its ability to detect stable degradation products. In the
photooxidation of polystyrene® and poly(oi-methylstyrene),* for example, absorptions
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in the carbonyl and hydroxyl regions as a function of irradiation time have led to the
identification of a number of degradation products and to a proposed reaction scheme.
In many cases, the mechanism and extent of degradation, and the corresponding degra-
dation products, depend on the irradiation wavelength. In the case of polystyrene, simi-
lar photoproducts, but in different concentrations, have been detected for irradiation with
short and long wavelength, A = 253.7 and =300 nm, respectively.*}

The FTIR spectroscopy has also been used to follow the photodegradation of
ABS*#7 and HPEC** systems in the presence of oxygen. Jouan and Gardette inves-
tigated exposure to radiation A > 300 nm of ABS films with thickness in the range
42-211 um, as well as “packed multilayers”, samples composed of several films sep-
arated by a layer of cardboard that allowed oxygen penetration.*>*® The results indi-
cated that the extent of degradation depends on the film thickness, and that directly
exposed layers show more damage compared to the interior layers. As expected, the
butadiene component was found to be the most susceptible to degradation.* The UV-
absorbing photoproducts have been assigned to the degradation of polystyrene, initi-
ated by diffusion of radicals formed in the butadiene phase into the SAN phase.*®
Photoacoustic (PA) FTIR spectroscopy has been used to follow chemical changes
nondestructively in ABS polymers at depths in the range 5—16 wm from the irradiated
side. The spectra were measured after exposure of the samples in the interior of cars,
Florida exposure, and Xe-arc irradiation in a weathering chamber.*’ The results sug-
gested that the B and AN components are degraded more extensively than the S com-
ponent. Infrared microspectroscopy has been used for profiling the thermal oxidative
products in nitrile rubber; the spatially heterogeneous degradation has been explained
by diffusion-limited oxidation (DLO).”° The IR intensity of the acrylonitrile compo-
nent was not affected by thermal treatment up to 413 K.

Published degradation studies on ABS suggested that structural changes depend
on the irradiation wavelength. However, the IR work on ABS degradation has been
performed on films or “pressed-films”,*>*¢ and may not reflect DLO processes that
occur in ABS polymers used in real applications.

The potential of ESRI studies was evaluated by comparing results obtained by
ESRI and FTIR in the same ABS?>>?°°! and HPEC samples.??> The evolution of sig-
nals in the carbonyl and butadiene regions, 1650—1800 and 966 cm ™!, respectively,
in ABS (0, 1, and 2% HAS) as a function of thermal aging time at 393 K was meas-
ured by attenuated total reflectance (ATR)FTIR in an outer layer of thickness 500
pm. Results from the carbonyl region were compared with the total nitroxide con-
centration in moles per gram of sample; and results from the butadiene region were
compared with %F in ABS (1 and 2% HAS). The presence and increase of the car-
bonyl peak and the decrease of the butadiene peak were detected by ATR-FTIR spec-
troscopy only in the advanced stages of aging. The ESR results indicated major
changes in both nitroxide concentration and %F even in the early stages of degrada-
tion, for treatment times of 200 h or even less; under these conditions, the intensity
of the carbonyl peak and the decrease of the butadiene peak were negligible. The
major advantage of the ESRI approach is the capability to provide details on aging in
the early stages of the process. For example, the evolution from the flat profile to the
DLO regime was seen by both 1D and 2D ESRI (Figs. 7-9): in the nitroxide profiles
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deduced by 1D ESRI and in the variation of %F, the spectral component present in
the butadiene-rich domains, from 2D ESRI.?> Additional details were obtained by
examination of the total nitroxide concentration and %F in whole samples.

The FTIR spectroscopy can also be used as a direct tool for obtaining morpholog-
ical information; this information cannot be obtained from ESR or ESRI studies. In
our FTIR studies of HPEC, the crystallinity of the PP and EPR domains was deter-
mined by inspection of stereoregularity peaks at 1167, 998, 973, and 841 cm™! for
isotactic PP (iPP) and peaks at 720 and 730 cm ™! for PE. The crystallinity is strongly
correlated with the regularity ratio (RR) Agog/Ag73. The peak at 730 cm ™! reflects the
CH, rocking vibration in the crystalline phase, and is an indicator of closely packed
(crystalline) methylene chains. The peak at 720 cm ™! is associated with both amor-
phous and crystalline phases. The relative intensity of the two peaks can be used to
estimate the relative crystallinity of PE samples.’’>%% The corresponding
absorbance ratios A;30/A7,¢ determined by deconvolution of the signal from the CH,
rocking vibration are 0.59 (HPEC1) and 0.44 (HPEC2), indicating a higher crys-
tallinity in HPEC1.

An increase in the regularity ratio RR due to thermal treatment has been
detected,?> and was assigned to an increase of the degree of crystallinity.>* The
results can be rationalized by assuming that crystallization processes in PP domains
take place as the degradation processes advance, due to the formation of shorter
chains that more easily rearrange into ordered domains, as has been proposed for
pure PP.>>36

The ESRI and FTIR data are in agreement on the antiprotective effect of HAS in
the advanced stage of thermal aging for both ABS and HPEC systems. The conclu-
sion from the spectroscopic data are in agreement with the visual appearance of the
samples: for the same treatment time, considerable more discoloration and shape dis-
tortion were seen in samples containing more Tinuvin 770.233?

4.4. Sensitivity of Crystalline Polymers to Microtoming

To study the effect of microtoming on crystalline polymers, we have compared %F in
the ESR spectra at 300 K of thermally treated HPEC for 107 days at 393 K in two
samples. The first sample was the typical cylinder of diameter and height =4 mm, cut
from the plaque after treatment. The same sample was subsequently microtomed into
50-um slices, followed by the transfer of all slices to the ESR sample tube. In the whole
sample %F = 41 * 2, compared to %F = 29 * 2 in the microtomed sample. The low-
ering of the relative intensity of the F component in the amorphous phase is related to
the increased ordering and further crystallization in the PP domains as a result of
microtoming. These domains restrain the mobility of nitroxide radicals located in the
vicinal amorphous phases, and to the transformation from F- to S-type nitroxides.*?
The decrease of %F was not the only result of microtoming: The extreme separa-
tion measured immediately after microtoming was unchanged, but increased over a
period of several days by =1 G at 300 K. The increase was detected in all ESR spectra
measured in the temperature range 100-300 K. The lowering of %F and increase of
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the extreme separation are assigned to increased ordering and further crystallization
upon microtoming. The results were interpreted in terms of an additional phase, the
“rigid amorphous phase”,”’’® whose extent and dynamics is reflected in the ESR
spectra of the nitroxides. This phase is considered to be a part of the amorphous phase
that is modified by the proximity to the crystalline phase. In addition to the existence
of the interphase, the picture that emerged from the ESR study includes a gradient in
dynamics of the interphase, which can be visualized directly from the spectra, or by
spectral simulations.>> The ESR spectra have great sensitivity because the effect is
observed mainly on the amorphous component with narrow lines (the F component),
and leads to large differences in the height of the corresponding signals. These con-
clusions demonstrate that nondestructive methods for polymer degradation are prefer-
able, particularly in the case of crystalline systems.

5. CONCLUSIONS

Polymer degradation and stabilization is a challenging topic of great fundamental
and technological importance: Fundamental, because it reflects changes in the prop-
erties of polymeric materials due to chemical phenomena that can vary as a function
of a complex set of environmental conditions; and technological, not only because
use of polymers is increasing steadily, but also because of the increasing sophistica-
tion needed in their properties. Historically, materials were used long before their
properties were fully understood. In recent years, analytical tools, such as
microscopy, imaging, and computational techniques have made possible the deter-
mination of exquisite structural and functional details of materials.

The ESRI experiments described in our publications and summarized in this chap-
ter led to spatially resolved information on the effect of treatment conditions, amount
of stabilizer, and polymer composition on the degradation rate. In the heterophasic
systems studied in our laboratory, ESRI has identified specific morphological
domains where chemical processes are accelerated. The combination of 1D and 2D
spectral-spatial ESRI experiments led to mapping of the stabilizer consumption on
two length scales: within the sample depth on the scale of a few millimeters, and
within morphological domains on the scale of a few micrometres.

The ESRI is a nondestructive method for the study of degradation, which is an
important advantage, especially for crystalline polymers. The major advantage of
ESRI compared with FTIR methods is its sensitivity to early events in the aging
process. Further developments of ESRI methods are expected to be of help in the ulti-
mate goal: accurate predictions of lifetimes for polymeric materials and a better
understanding of the environmental factors.

The ESRI method requires the presence of a contrast agent, HAS-NO in our
work. The implication is that ESRI is an exceptionally sensitive and specific method
for observing degradation in HAS-stabilized polymers, but not in polymers in gen-
eral; this advantage and this limitation is similar to ESR methods, which are specific
to and applicable only when radicals are present.
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1. INTRODUCTION

Modern automotive paint systems comprise many layers, each with specific func-
tions, Fig. 1.! The electrocoat layer provides corrosion protection for the metal body
while the spray primer improves surface finish, protects the electrocoat from ultravi-
olet (UV) and visible light, and contributes to chip resistance. The basecoat is the
color layer and is responsible for the specific appearance. The clearcoat provides
high gloss and resistance to chemicals (e.g., acid rain and fuel) and mechanical
stresses (scratch and mar). The clearcoat is also the layer most responsible for main-
taining appearance (gloss retention, prevention of peeling and/or cracking) under
exposure to UV light, moisture, and other environmental factors. Clearcoats are
based on polymer resins that contain reactive functional groups. These functional
groups react with cross-linkers to from a cross-linked polymer network during the
paint baking process. During the period of time when most of this work was carried
out, clearcoats were based on acrylic copolymers. Hydroxy containing monomers,
such as hydroxyethylacrylate, are incorporated into the acrylic polymer to provide
reactive functionality. In some applications, hydroxyl functional polyesters can also
be used. Typical cross-linkers used during this period were either based on melamine
formaldehyde resins or on isocyanates.>> Typical structures are shown below.

9H200H3 CH,OCH, H H

| |
CHZOCH;~ N%YN\CHZOCHa HOCH;~ N%YN\CHZOCHS o}
NS—N NS—/N
T Y

i\
C—(CH,)g~NCO
OCN—(CHp)s—N,

N, N G—(CHy)g=NCO
CHZOCH; CH,0CH, CH,OCH; 'CH,OCH, g
Fully alkylated Partially alkylated Isocyanate
melamine melamine

Two basic types of melamine formaldehyde resins are used: fully and partially
alkylated. In fully alkylated melamines, the methoxy group reacts with hydroxyl

Automotive Paint Job

Clearcoat (50 pm); High Gloss,
Weathering, Scratch Resistance,
Acid Etch Resistance

Basecoat (20 pm); Color

Spray Prime (25 ym); Chip
Resistance, Smoothness

Electrocoat (25 pm);
Corrosion Resistance

Fig. 1. Modern automotive paint system. The studies in this chapter are primarily concerned
with analysis of photooxidation in the very top clearcoat layer.
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groups on the acrylic polymer to form ether cross-links. This reaction is catalyzed by
strong acid. This same reaction occurs in partially alkylated melamines. In this case,
weak acids can be used to catalyze the reaction. In addition, partially alkylated
melamines undergo self-condensation to form additional cross-links. The require-
ments for acid catalysis of cure have implications for the choice of additives that can
be used to inhibit oxidation. Isocyanates also react with hydroxyl groups on the
acrylic polymer to form urethane cross-links.

Over the past 20 years, automotive paint technologies have changed dramatically
in response to various pressures. The need to reduce solvent emissions from painting
applications resulted in the replacement of low solids (>5.5-1b gal ™! solvent) coat-
ings based on higher molecular weight (>8000) acrylic polymers with high solids
(<3.5-1b gal ™! solvent) coatings based on lower molecular weight (<3000) poly-
mers. The need for coatings with improved acid etch resistance is leading to the total
or partial replacement of melamine formaldehyde cross-linked coatings containing
hydrolysis prone ether cross-links with more hydrolysis resistant cross-linking
technologies including urethanes, carbamates, epoxy-acids, and silanes.* Replacing
standard monocoat paint systems with clearcoat—basecoat paint systems was one of
the most dramatic changes implemented. This substitution substantially improved
initial paint appearance and promised to substantially improve the retention of gloss
after extended weather exposure. Unfortunately, the weathering chemistry of
clearcoat—basecoat paint systems was not sufficiently understood and consequently
unacceptable levels of catastrophic failure by cracking and peeling were observed
after <5 years in service. Clearcoat-basecoat paint systems are intended to retain
their excellent appearance for at least 10 years in service. The work described here
was initiated to seek relationships between clearcoat—basecoat paint system failure
by gloss loss, cracking and/or peeling, and clearcoat photooxidation kinetics.

This chapter describes two applications of ESR to the understanding of pho-
tooxidation and stabilization kinetics of clearcoats based on acrylic polymers
cross-linked with melamine formaldehyde resins or isocyanates. After summariz-
ing the basic free radical oxidation and stabilization reactions, a technique for
measuring the photoinitiation rate of free radicals in cross-linked polymers using a
procedure that dopes the polymer with a stable nitroxide radical is described. On
exposure to UV light, the free radicals that are formed are scavenged by the
nitroxide. The free-radical formation rate can be derived from the rate of loss of
nitroxides. Free-radical formation rates have been measured as a function of expo-
sure condition, polymer and cross-linker type, and as a function of exposure time.
The free-radical formation rates can be related to other measures of photooxidation
to yield detailed understanding of the factors that control photooxidation. Next, we
describe how to gain insight into clearcoat photooxidation, stabilizer effectiveness,
and longevity by following the concentration behavior of the nitroxides formed
when clearcoats stabilized with hindered amine light stabilizer (HALS) are sub-
jected to weather exposure.’ This measurement has considerably broader applica-
tion than the former because HALS is widely used to stabilize polymers against
oxidation during outdoor exposure. It can be estimated that > 2 X 10’ kg of HALS
is used worldwide every year in polymers intended for outdoor use. Accurate
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quantification of nitroxide concentrations is critical to both applications and tech-
niques for quantitative ESR measurements are described.

2. FREE-RADICAL OXIDATION AND STABILIZATION

The basic free-radical oxidation process that is used to interpret polymer coating
photooxidation kinetics has been described in detail and is presented briefly

below:*~?
Chromophore + hv &)Chromophore* # 2Re (R1)
Re+0, # ROOs (R2)
ROO++RH &ROOH—FR- (R3)
2RO0e L) Oxidation (R4)
ROOH +hv L 2Re (RS5)
ROOH +hv kh%d Oxidation (R5)

In R1, a chromophore absorbs a photon with a rate constant k... The excited (ex)
state chromophore can either relax (rlx) back to the ground state (k) or decompose
to form free radicals (k). In R2, carbon centered free radicals (Re) react with oxygen
to form a peroxy radical. This reaction is usually diffusion limited. For surface coat-
ings where the oxygen concentration is high, the concentration of peroxy radicals is
much higher than that of carbon centered radicals. The peroxy radicals can either
abstract a hydrogen atom (R3) to yield a hydroperoxide and a carbon centered radi-
cal, or can terminate with another peroxy radical to form oxidation products, R4. The
formation of hydroperoxides is key to the evolution of the photooxidation kinetics
since they can become the main source of free radicals in the polymer. Light absorp-
tion by a hydroperoxide leads either to the formation of radicals or to the formation
of other nonradical products. Some of these products may also be chromophores.

Based on R1-R5, the photoinitiation rate (PIR) of free radicals can be written in
terms of the relevant chromophores and rate constants,

I#k, K o [A]
kr+krlx

PIR = +1*k,, [ROOH] (1)

where [A] represents the concentration of nonhydroperoxide chromophore, [ROOH]
is the hydroperoxide concentration, and [ is the flux of UV light. Both the hydroper-
oxide and nonhydroperoxide chromophore concentration will vary with exposure
time. In the case of clearcoats that are based on acrylic polymers, the initial
hydroperoxide level is very low and the initial free radical formation results from
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photolysis of other chromophores (typically ketones).””'? Under these conditions
and assuming that the radical concentration reach a stationary state, the overall pho-
tooxidation rate can be given by,%!?

PIR

PhotooxRate = k,, [RH] 2)

t

That is, the photooxidation rate increases as the square root of the photoinitiation
rate, because the chain length of the oxidation is controlled by the bimolecular ter-
mination of peroxy radicals. As the exposure proceeds, the hydroperoxide concen-
tration increases, eventually approaching a relatively constant level.'® For a
stationary hydroperoxide concentration, the photooxidation rate is equal to®

PhotooxRate = I*(khy,i + khy,d)[ROOH]SS (3)

If hydroperoxides are the dominant chromophore, then the stationary hydroperoxide
concentration can be given by the following expression,®

(Kabs[RH])? Kny.i
ky (knyi + knya)?

[ROOH 5] = “4)
In this case, the photooxidation rate is linearly proportional to the photoinitiation
rate, because the kinetic chain length for photooxidation is controlled by hydroper-
oxide decomposition kinetics rather than bimolecular termination.

Two different types of photostabilizers are typically added to automotive
clearcoats, ultraviolet light absorbers (UVA) and HALS. Clearcoat UVA acts to
reduce the intensity of light inside the paint system. That is, it reduces clearcoat PIR
and screens light sensitive coating layers underlying the clearcoat (e.g., basecoat)
from UV light. As a result, clearcoat UVA also acts to extend HALS longevity.
Clearcoat UVA performance is not discussed further in this chapter. Typical HALS
types that are used in clearcoats are shown below.'*

0o
? ? HzsCha ?
CH;(CH,);0~N OC(CH,)sC N—O{CH;);CHy i N~—CCHs
Tinuvin 123 o7 MW
Tinuvin 440
H—-N {CHa)g! HO CHz—CI:-—C-O N—CH,;
Tinuvin 770 (‘;s-o
o Tinuvin 144
? 9
CHy—N OC(CH,)eC N—CHy N
]
Tinuvin 292 CHs

TYPICAL HALS
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The main difference in the various HALS is the substituent on the hindered nitro-
gen of the piperidine ring. Hindered amine light stabilizers reduce the photooxida-
tion rate by scavenging free radicals and thus interfering with the oxidation cycle of
R2-R3. The basic reactions that are important are summarized in reactions
R6-R10."

\ ey

JNR—> )NO - (R6)
\ o

JNO ++R +——> NOR (R7)
\ kNOR \

JNOR+ROO «——> NO = +... (R8)

kNO ‘,ex.kNO . rlx

kNO-Aya N
YNO e+ hy €————>}NO +* +RH—b)>NOH +Re (R9)

\ kN OH

/NOH + ROO -—> >NO * +ROOH (R10)

The first step, R6, converts the HALS initially added to the clearcoat, parent
HALS, into inhibition cycle, R7 and RS, products. These reactions compete with R2
and R3 lowering the stationary radical concentration, which in turn lowers the
hydroperoxide concentration and the photooxidation rate. The rate constants and rad-
ical concentrations are such that only a small fraction (~5%) of the HALS stabilizer
is in the form of nitroxide. Although nitroxides are thermally stable, they are not pho-
tolytically stable. Nitroxides absorb light, and excited-state nitroxides can abstract
hydrogen atoms to initiate free-radical formation. These reactions have been dis-
cussed in detail.'*"'® Reactions R9 and R10 are important both for the nitroxide
decay measurement of free radical formation and in limiting the ultimate effective-
ness of HALS.!%-1

3. EXPERIMENTAL

3.1. Nitroxide Concentration by ESR

Both the nitroxide decay measurements of free-radical photoinitiation rates and
nitroxide kinetics during HALS stabilization depend on accurate, quantitative meas-
urements of nitroxide concentrations in cross-linked polymers. Quantification of rad-
ical concentrations by ESR requires a suitable primary standard, careful sample
preparation, a reference standard with which to monitor spectrometer performance,
and most important, reproducible positioning of the samples in the resonance cavity
of the spectrometer.?’ Most of the experiments described here were carried out with
a Bruker-IBM ER 200 D spectrometer equipped with an Aspect 2000 Data System.
Because these coatings are cured at temperatures as high as 130°C, the primary
nitroxide standard, which was introduced into the coating prior to cure, had to be
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nonvolatile. The following nitroxide was chosen as the primary standard:>°

|
CHg(CH,)16CH,NHCN N—O

Nitroxide I

Known concentrations of nitroxide I were mixed with coating solutions and the
solutions smeared on either precision cut quartz plates or disks. The coatings were
cured and the coating weight was measured. For various experiments, two different
all quartz sample holders were designed for the two sample types, which allow for
rapid, accurate positioning of the samples in the resonance cavity, Fig. 2.2°?! Using
either of these holders, samples could be inserted and removed from the cavity with
less than = 1% variation in signal intensity. The holders also contained a ruby chip
that was used as a reference standard to follow changes in spectrometer performance.
Measurements of the first derivative of the nitroxide absorption signal shown in
Fig. 3 are double integrated to yield a nitroxide signal area.?? The nitroxide signal in
Fig. 3 is typical of an “immobilized” nitroxide. The relationship between signal area
and nitroxide mass was found to depend on the coating thickness for the quartz plate
samples. These samples were also affected by nonuniformity of film thickness since
only a fraction of the coating is in the detection zone of the cavity. A correction fac-
tor for film weight was developed. The corrected signal areas were found to be linear
in total nitroxide content in the film and absolute concentrations could be determined
to better than = 5% as shown in Fig. 4.2° The film thickness effect was not observed

ks ~
Rotation stop
d

J 1 Handle
( ) =
-<—— Vertical stop
“ — ~——Depth stop
b< ¢ a
N— l<——
i 5 .
2 6 @<« 5x 1 mm Sample disk

8cm

-—— Ruby standard

@4— Vertical stop

Fig. 2. Flat plate and disk sample holders for rapid accurate positioning of cured films in res-
onance cavity. Indicated are the plate (a), slots to contain plate (), reference sample (c), and
depth control ring (d). (Reprinted with permission from Refs. 20 and 21.)
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for the small quartz disks because they fit entirely within the cavity’s detection zone.
Despite the smaller sample size, accurate nitroxide concentrations could be deter-

mined down to 0.2 X 10" ®mol g~ .

3.2. UV Exposures

Two different UV exposure cabinets were employed in these studies. The first used a
UV fluorescent bulb that has UV output in the range 270—390 nm with a peak at 313
m.>* The second cabinet employed a xenon arc lamp whose light output passed

| 50 G

1 | i
Magnetic field / G

Fig. 3. First derivative X-band ESR spectrum from nitroxide in a cured coating film.
Experimental details are given in Ref. 22. (Reprinted with permission from Ref. 22.)

25
2 /

1.5

0.5

Signal Area/Film Weight (Corrected)

0 T T T T T T T
0 1 2 3 4 5 6 7 8 9 10

[Nitroxide] / mol g~'x 106

Fig. 4. Corrected signal area versus nitroxide concentration.
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through two borosilicate glass filters. The wavelength distributions of these sources are
compared to that for sunlight in Fig. 5. The fluorescent bulb has substantial intensity at
wavelengths shorter than sunlight, which is known to accelerate photochemical reac-
tions. This exposure will be referred to as “harsh”. The xenon arc light is a much closer
(though not perfect) match to sunlight. This exposure will be referred to as “near ambi-
ent”.>* Commercial sample chambers were modified to accommodate accurate sample
placement to insure constant, uniform light intensity, temperature, and humidity.

3.3. Sample Preparation for Nitroxide Decay Experiments

For nitroxide decay measurements of the free-radical photoinitiation rates in
nonweathered coatings, nitroxide I was added to coating solutions to yield concen-
trations of nitroxide ranging from 1—10 X 107° mol g~!. For measurements on
weathered coatings, the nitroxide had to be introduced to the coating after cure and
weathering. This was done by exposing the coating to a vapor of nitroxide, II (TEM-
POL), by placing the coating in a special container shown in Fig. 6 that also con-
tained a 90:10 mixture of CH,Cl, and CH;OH.?!

HO N—O"

Nitroxide IT

Samples were allowed to equilibrate at 60°C and were found to contain uniform
concentrations of nitroxide, II. Hydrogen bonding between the nitroxide hydroxyl

1

0.9 11— Sunlight ¥

0.8 4 S =
— — Xenon-B/B A /f\[ /\I
0.7 - ’ AN ol
: . . 7
S JAY
0.6 " S

05 " }/\ ya

. »
0.4 + =

0.3 - py -

; 7 .
0.2 , y ;
0.1 - -

0
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Fig. 5. Wavelength distribution of light sources used in this work compared to sunlight.
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Teflon
ring seal

Constriction

Solvent
chamber

Fig. 6. Nitroxide vapor-phase exposure chamber for introducing nitroxide into weathered
coatings. (Reprinted with permission from Ref. 21.)

group of I and the amine and other groups in the coating, insured that the radical was
not lost from the coating by volatilization.

3.4. Sample Preparation for Nitroxide Measurements in HALS Stabilized
Coatings

Different HALS stabilizers were added to coatings and cured on quartz plates or
disks described above. Nitroxide concentration was quantified as a function of
exposure time via the primary standard, I. The total amount of parent HALS and
HALS-based inhibition cycle products was determined by oxidizing CH,Cl,
extracts with p-nitroperbenzoic acid.'*>

4. FREE-RADICAL PHOTOINITIATION RATES BY NITROXIDE DECAY
4.1. Derivation of Nitroxide Radical Decay Kinetics and Free-Radical
Photoinitiation Rates

The nitroxide decay measurement of photoinitiation rate involves doping a coating
with a known amount of nitroxide I or II and following its disappearance during
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photolysis.!®?! The derivation of the relationship between the decay kinetics and
the coating photoinitiation rate is based on the following set of assumptions:

1. Free radicals are produced by photolysis only. This has been confirmed by the
fact that the nitroxide concentration does not change if the samples are not
exposed to light, even if they are exposed to temperatures as high as 130°C.

2. The formation rate of radicals is essentially constant over the course of the
experiment. That is, the chromophore concentration does not change apprecia-
bly (either by consumption of chromophore or formation of hydroperoxide)
over the course of the experiment.

3. All of the radicals formed are eventually scavenged by nitroxide. Note that this
does not require that the rate of Reaction R7 be much larger than that for R2,
but it does require that the nitroxide concentration be high enough so that the
rate of R7 is much larger than the rate of radical-radical termination, R4.

4. The rate of nitroxide consumption is much larger than the rate of oxidation of
inhibition cycle products back to nitroxide (R8 and R10). In practice, this can
be assured by stopping the nitroxide decay measurements before there is sig-
nificant (<25%) build up of inhibition cycle products.

With the above assumptions, the various oxidation and nitroxide reactions can be
combined to yield the following expression for nitroxide decay:

—d D NO'] \

o PR +C [ o] )
dt
where the “C” is related to the rate of abstraction of hydrogen atoms by excited-state
nitroxide. For a given doping level of nitroxide, the rate of decrease in nitroxide con-
centration should be constant until inhibition cycle products build up and compete
with nitroxide in scavenging free radicals. The photoinitiation rate is the nitroxide
decay rate in the limit of zero nitroxide concentration.

4.2. Photoinitiation Rate Measurements on Model Systems and Nonweathered
Coatings 13,19

A typical plot of nitroxide concentration versus exposure time is shown in Fig. 7. The
linear behavior validates assumption 2. Further validation of assumption 2 will be
given below in the section of photoinititation rate measurements on weathered coat-
ings. The rate of loss is proportional to the light intensity in agreement with Eq. 1. In
addition to measuring nitroxide decay kinetics in coatings, several measurements
were performed on model systems including photolysis of ethanol solutions contain-
ing 2, 2'-azobisisobutyronitrile (AIBN) free-radical initiator or benzophenone,
Fig 8.2 The results are consistent with the prediction of Eq. 5. In the absence of added
AIBN, the intercept (photoinitiation rate) is zero within experimental error. The
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Fig. 7. Nitroxide versus exposure time. Nitroxide (~4.5 X 107® mol g~ ') was added to an
nonweathered acrylic melamine coating and photolyzed at two different light intensities. The
ratio of light intensities was roughly 7:1
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Fig. 8. Nitroxide decay rate versus nitroxide concentration. Pure ethanol (CJ), 3.3 X 1073 M

AIBN in ethanol (¢),and 2 X 1
are described in Ref. 19 and 26.

073 M benzophenone in ethanol (A). Experimental conditions
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consumption of nitroxide is a result of excited-state nitroxide hydrogen-atom abstrac-
tion. The addition of AIBN yields a photoinitiation rate that is proportional to AIBN
concentration, but does not change the rate of excited-state nitroxide hydrogen atom
abstraction as measured by the slope of the line. The addition of benzophenone, on the
other hand, results in an increase in both the photoinitiation rate and the slope.
Nitroxide hydrogen-atom abstraction rates are affected by the formation and decay
rates of the nitroxide excited state. This result implies that benzophenone, which has
arelatively long excited-state lifetime, can transfer its excitation energy to a nitroxide
thus increasing the formation rate of excited-state nitroxide thereby increasing the rate
of hydrogen-atom abstraction by nitroxide. At nitroxide concentrations above 103 M,
deviations from linearity are seen, which suggests that high nitroxide concentrations
are sufficient to completely quench the benzophenone excited state. Other factors can
influence the relaxation of nitroxide back to the ground state. For example, oxygen
has been found to decrease the rate of hydrogen-atom abstraction by nitroxide. The
slope of samples exposed in pure oxygen is roughly four times smaller than that for
the same sample exposed in pure nitrogen.'3 This is clearly evidence for oxygen
quenching of excited-state nitroxide. The UVAs based on benzotriazoles have also
been found to quench excited-state nitroxide.?

Detailed studies of the dependence of photoinitiation rates of acrylic melamine
and urethane cross-linked coatings have been made as a function of composition and
exposure conditions. Typical results for a series of acrylic melamine and acrylic ure-
thane coatings are shown in Figs. 9 and 10.!3 Both the photoinitiation rate and the
rate of abstraction of hydrogen atoms by excited-state nitroxide vary widely with the
choice of polymer. By contrast, the photoinitiation rate of nonweathered coatings
does not depend on the choice of cross-linker. This implies that the chromophore(s)
responsible for photoinitiation are associated with the acrylic polymer, not the cross-
linker. As noted above, photoinitiation rates are proportional to light intensity as
expected. The photoinitiation rates for the harsh exposure are roughly a factor 10
times higher than those for the near ambient exposure.?” This is a result of the shorter
wavelength UV light in the harsh exposure. Increasing temperature also increases the
photoinitiation rate.?® This is most likely a result of the “cage effect” and the relative
rigidity of the cross-linked polymer matrix. The excited-state chromophore is less
likely to form free radicals if the matrix is sufficiently rigid to prevent the diffusion
of the radical pair away from one another before they recombine and relax back to
the ground state. The activation energy for photoinitiation in these coatings has been
found to be ~6.5 kcal mol !, This is similar to the activation energy for rotational
motion of nitroxides as measured by changes in ESR spectral line shapes.?® The
rigidity of the cross-linked polymer matrix depends on the composition of the poly-
mer, cross-linker, and cure state in addition to temperature. For example, lowering
the glass transition temperature (7,) of the acrylic copolymer through changes in
monomer selection increases the mobility and the photoinitiation rate.

The biggest factor that accounts for the wide range of photoinitiation rates in Figs.
9 and 10, is the method of polymerization of the acrylic copolymer, namely, the type
and amount of initiator and the solvent used in the polymerization.?® Acrylic poly-
mers are prepared by free-radical polymerization. Typical free-radical initiators
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exposed to “harsh” weathering conditions. &-Copolymer A; (J-Copolymer C; A-Copolymer
D; X-Copolymer G.

range from AIBN to combinations of peroxides and hydroperoxides. Typical solvents
include ketones and aromatics. We have found clear relationships between initiator
and solvent used in the polymerization and the incorporation of specific end groups
that lead to photoinitiation on exposure. For example, we have found using nuclear



FREE-RADICAL PHOTOINITIATION RATES BY NITROXIDE DECAY 269

magnetic resonance (NMR) spectroscopy that ketone groups can be incorporated onto
the acrylic polymer from ketone solvents by a chain-transfer mechanism.'"'? Ketone
groups also result if peroxy initiators are used. Cumene hydroperoxide leads to the
incorporation of aromatic ketone groups.!"!> The level of ketone end groups is propor-
tional to the amount of initiator used in the polymerization step. It is important to note
that regulations on solvent emissions from painting operations have resulted in the use
of lower molecular weight acrylic polymers. Lower molecular weight polymers require
higher levels of initiator and have higher concentrations of end groups. Interestingly,
the use of peroxy or hydroperoxide initiators does not lead to the formation of
hydroperoxide groups on the polymer or the presence of residual hydroperoxides in the
polymer solution. This has been confirmed by measurements of hydroperoxide levels
in noncross-linked polymers and cross-linked coatings.'” It appears that ketone groups
are responsible for most of the photoinitiation in nonweathered acrylic copolymer-
based coatings. The combination of AIBN as initiator and the use of polymerization
solvents, such as p-xylene, essentially eliminates the formation of ketone end groups
and results in cross-linked coatings with very low photoinitiation rates. The addition of
HALS and UV light absorbers to coatings based on such polymers does not have a sig-
nificant effect on the photoinitiation rate. The ketone end groups that are responsible
for photoinitiation also increase the slope, which suggests that like benzophenone,
these ketones can transfer energy to nitroxide. Coatings with styrene-containing acrylic
polymers tend to have higher slopes than those without styrene. Styrene does not
absorb light at the wavelengths used in these exposures. The most likely explanation is
that styrene increases the effectiveness of energy transfer from ketones to nitroxide.

Surprisingly, there is a reasonable correlation between photoinitiation rates meas-
ured for nonweathered clearcoats and other more traditional measures of coating
degradation for HALS-free acrylic melamine coatings.'* As shown in Fig. 11, the
gloss loss rate measured for a number of HALS-free clearcoats over several hundred
hours of “harsh” exposure is roughly proportional to the square root of the photoini-
tiation rate measured for the same clearcoats during the first few hours of “harsh”
exposure. This relationship is consistent with Eq. 2, which, strictly speaking, is only
valid in the very early stages of exposure. The correlation shown in Fig. 11 suggests
that the relative photoinitiation rates between the different coatings stay constant
over the course of the gloss loss measurements. Note that degradation rates in stabi-
lized coatings (carbonyl build up) do not correlate as well with photoinitiation rate
measurements on nonweathered clearcoats.”” These results suggest that measure-
ments of photoinitation as a function of weathering time would provide significant
insight into the overall kinetics of photooxidation in these coatings.

4.3. Photoinitiation Rate Measurements on Weathered Coatings 2!-*4%’

As noted above, photoinitiation rate measurements on weathered coatings as a func-
tion of exposure time require a different nitroxide doping method than photoinitiation
rate measurements on nonweathered coatings. Photoinitiation rate measurements on
nonweathered coatings using both nitroxide doping protocols confirmed that the
technique of vapor diffusion of nitroxide II into the cured coating yields identical
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Fig. 11. Gloss loss rate in unstabilized acrylic melamine coatings versus the square root of the
nonweathered photoinitiation rate of those coatings. Coatings were exposed to “harsh” expo-
sure conditions.

results as those obtained by mixing nitroxide I with polymer resin prior to cure.?! The
major finding of studies of photoinitiation rates in weathered coatings is the role of the
cross-linker in the evolution of photoinitiation rate behavior. For melamine cross-
linked acrylic coatings, the photoinitiation rate was found to decrease during exposure
to a constant value, as shown in Fig. 12.%7 The ratio of photoinitiation rates for weath-
ered coatings to nonweathered coatings vary with exposure condition and coating for-
mulation. For the harsh exposure, photoinitiation rates for weathered acrylic
melamine coatings ranged from 20 to 50% of their values obtained for nonweathered
samples. Nonweathered coatings with lower photoinitiation rates tend to exhibit
smaller decreases on weathering, but the correlation between weathered and non-
weathered rates is consistent with the correlation seen between the photoinitiation
rates of nonweathered coatings and gloss loss rates on harsh exposure (Fig. 11). The
time to reach the plateau value was a function of the exposure conditions. For the
harsh exposure, the plateau value was achieved in ~ 10 h while several hundred hours
exposure was required for the near-ambient exposure. The observation that acrylic
melamine coatings exhibit a near constant photoinitiation rate after a relatively short
exposure (note that several hundred hours of near ambient exposure translates to at
most a few months in Florida) is consistent with other observations of photooxidation
behavior in coatings. For example, measurements of carbonyl growth are also linear
in exposure time after a short period of rapid photooxidation.?’

By contrast to melamine cross-linked coatings, the evolution of photoinitiation
rates in urethane cross-linked coatings is very different with photoinitiation rates in
weathered coatings tending to increase with exposure time, Fig. 13.!%2* For coatings
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Fig. 12. Photoinitiation rate for acrylic melamine coatings as a function of weathering time.
Diamonds-Copolymer A; Squares-Copolymer N. The open symbols represent harsh exposure
while the filled symbols represent a near-ambient exposure. (See Ref. 27 for details.)

formulated with identical copolymers and differing only in cross-link chemistry, the
weathered photoinitiation rate in the urethane cross-linked coating is > 10 times
higher than that for the corresponding melamine cross-linked coating. This observa-
tion is consistent with photoinitiation and photooxidation of weathered coatings
being dominated by hydroperoxide chemistry. Measurements of hydroperoxide con-
centrations in these coatings show that the long-time values are 3—10 times higher in
urethane cross-linked coatings than in melamine cross-linked coatings. The
melamine formaldehyde cross-linker has been found to increase the rate of decom-
position of hydroperoxides (i.e., increase in k4 in R5), which leads to a lower steady-
state value of hydroperoxide concentration (Eq. 4).'° After relatively long exposures
(1000 h of near ambient exposure) the hydroperoxide levels in the two acrylic ure-
thane coatings with different photoinitiation rates for nonweathered samples become
similar. This is also consistent with the long-term photooxidation chemistry being
dominated by hydroperoxide chemistry and not initial end-group composition.
Infrared (IR) spectroscopic measurements of urethane cross-link scission (one of the
key processes in photooxidation of urethanes) are consistent with this observation.*

As shown in Fig. 13, the photoinitiation rate of urethane coatings based on poly-
ester resins also increases with weathering time.?* The rate of increase has been
found to depend strongly on the presence of UV light intensity << 300 nm. For exam-
ple, the addition of a 320—nm cut off filter to the standard near ambient exposure
essentially removes the small amount of light < 300 nm that is present in the stan-
dard exposure. This has the effect of almost halving the rate of increase of photoini-
tiation with time. The sensitivity of some polyester coatings to relatively small
changes in UV light wavelength distribution = 300 nm appears to result from the fact
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Fig. 13. Photoinitiation rate for acrylic urethane coatings and polyester urethane as a function
of near-ambient weathering time. >-Copolymer A; J-Copolymer N; A- polyester 1. The filled
symbols indicate the addition of a 320-nm filter to the near ambient exposure. (See Refs. 10
and 24 for details.)

that isophthalate groups absorb UV light out to close to 300 nm and degrade rapidly
on exposure to light < 300 nm.

The higher levels of sustained photoinitiation rates in urethane coatings relative to
melamine cross-linked coatings is consistent with the general observation that unsta-
bilized urethane coatings are not intrinsically photooxidation resistant and that their
stability is significantly improved with the addition of HALS. Although it is possible
to measure nonweathered photoinitiation rates in coatings containing HALS, it is dif-
ficult to use nitroxide decay kinetics to measure photoinitiation rates in weathered,
HALS stabilized coatings due to the interference of nitroxides arising from the
HALS. Although it might be possible to devise means to perform nitroxide decay
measurements of photoinitiation rates on HALS-containing coatings, "N labeled
nitroxide dopant, for example, the effort hardly seems worthwhile. In addition, even
some unstabilized coatings contain species that appear to interfere with nitroxide
doping. For these reasons, the nitroxide decay measurement of photoinitiation is not
a practical measurement for photooxidation in all types of coatings. Infrared (IR)
spectroscopic measurements of chemical change have become the primary tool for
assessing the extent of photooxidation in coatings.>! As noted in this discussion,
however, photoinitiation rate measurements have provided numerous key insights in
to the mechanisms of photooxidation in polymer coatings.

5. NITROXIDE KINETICS AND HALS STABILIZATION OF COATINGS

The key issue for HALS stabilization in coatings is choosing the correct HALS type
and concentration to achieve effectiveness and longevity. In cross-linked coatings,
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this is complicated by the necessity that the HALS not interfere with coating cure.
Many melamine cross-linked coatings are cured by strong acid catalysts.>> The use
of basic HALS, such and TIN 770 or TIN 292 (selected for their effectiveness in
many polymer systems), is not possible in these types of coatings. We have used two
types of measurements of nitroxide content in HALS-containing coatings. The first
is to measure nitroxide concentration as a function of exposure and composition. The
second is to convert all HALS-based species to nitroxide using via peracid oxidation
to monitor the total amount of parent HALS and HALS-based inhibition cycle prod-
ucts to nitroxide, and thereby determine the total amount of HALS available to
inhibit oxidation, “active HALS” as a function of exposure.

Nitroxide concentrations in HALS stabilized coatings depend on exposure con-
ditions, on HALS type and concentration, coating chemistry, and particularly the
photoinitiation rate of the coating.'>3>~3* Figure 14 shows the time dependence of
nitroxide concentration for an acrylic melamine coating with a high photoinitiation
rate that is stabilized with either TIN 770 or TIN 440.3* The nitroxide concentration
starts at a low value (but not zero due to some conversion during cure), rapidly
builds to a maximum, and then slowly declines. The time to maximum is much
shorter for the harsh exposure although the peak nitroxide concentration is higher
for the near-ambient exposure. Even at the maximum, only ~ 5% of the parent
HALS added to the system is present as nitroxide. This suggests that under normal
circumstances the ratio of R7 and R8 is such that nearly all of the “active HALS” is
in the form of aminoether (or other nonradical species). The slow decrease at long
exposure times will be shown to be related to the consumption of “active HALS”
species. For a given exposure, TIN 770 coatings show more rapid nitroxide

[¢;]

»
3

AT

I
w o A

.

o
&)

—‘\e
| ”?}@/ A/\"<ET\
0.5 * — 4
OW T T T T T T T
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Exposure Time / h

[Nitroxide] / mol g~' x 108

_.
- o N

Fig. 14. Nitroxide concentration for acrylic melamine coating “A” versus exposure time.
Coatings contained 8.33 X 10-5 mol g~' HALS functionality (equivalent to 2% by weight
TIN 770. Squares- TIN 770; Diamonds- TIN 440. Filled symbols are near ambient exposure
while unfilled symbols are for harsh exposure.
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increases than do coatings containing TIN 440. This is a result of differences in the
rate of conversion of HALS to nitroxide, R6. The functionality in TIN 770 is more
easily converted to nitroxide than is the functionality of TIN 440 particularly under
near-ambient exposure conditions. In fact, after 7000 h of near-ambient exposure, it
appears that < 25% of the TIN 440 initially added has been converted into nitrox-
ide and HALS-based inhibition cycle products (R7 and R8). This has profound
implications for the relative effectiveness of the two different HALS in this coating
as shown in Figs. 15 and 16.% In the harsh exposure, Figure 16, TIN 770 and TIN
440 are both reasonably effective at reducing the formation of carbonyl containing
oxidation products as measured by IR with TIN 770 being more effective at short
exposure times. In the near-ambient exposure, on the other hand, TIN 770 is still
very effective at reducing carbonyl growth, but TIN 440 is almost completely inef-
fective. This clearly illustrates the importance of rapid conversion of HALS into the
stabilizing cycle. It also points out the danger of using harsh accelerated tests to
optimize formulations. Comparison of nitroxide concentrations with carbonyl
growth rate measurements suggests that the ability of HALS to reduce photooxida-
tion increases as the nitroxide concentration increases up to a concentration of ~0.5
X 107® mol g~ ! and then levels off. The exact value will depend on coating com-
position and exposure conditions. The most important point is that there appears to
be a limit to which HALS can reduce photooxidation in both acrylic melamine and
acrylic urethane coatings. The addition of higher levels of HALS does not result in
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Fig. 15. Carbonyl growth for acrylic melamine coating “A” versus harsh exposure time. A-
Unstabilized; O-TIN 770; <-TIN 440.
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Fig. 16. Carbonyl growth for acrylic melamine coating “A” versus near-ambient exposure
time. /- Unstabilized; O-TIN 770; O-TIN 440.

further decreases in the photooxidation rate. Kinetic models suggest that this may
be a result of free radicals formed by excited-state nitroxides. At some point, the
amount of free radical formed by nitroxides will dominate free-radical formation
from coating chromophores.” When this is the case, nitroxides are simply scaveng-
ing radicals that they themselves produce. If the initial photoinitiation rate of free
radicals is low enough, then the addition of HALS does not have a measurable effect
on coating photooxidation. This is the case for some acrylic melamine coatings.**
The higher level of weathered photoinitiation rates in urethane coatings means that
HALS do improve their photostability.*

The stabilizing reaction schemes R6-R8 is deceptively simple. In actuality,
there are a large number of coating and exposure factors that influence the balance
of the various reactions that ultimately control the nitroxide concentration and sta-
bilizer effectiveness. Some of this complexity is evident from studies of nitroxide
formation and hindered amine consumption during exposure of an acrylic
melamine coatings containing TIN 770 or TIN 292.!332 The initial rate of forma-
tion of nitroxide is much lower than the rate of consumption of TIN 770 or TIN
292, as measured by gas chromatography (GC), which in turn is lower than the
photoinitiation rate of free radicals. This result is consistent with the premise that
the first step in HALS stabilization is the conversion of the parent HALS into
nitroxide and inhibition cycle products, such as aminoethers. This conversion is
slow compared to the nitroxide scavenging reactions. Therefore nitroxide concen-
tration increases until most of the parent HALS is converted into inhibition cycle
products. In acrylic melamine coatings, the time dependence of HALS consump-
tion and nitroxide concentration also has been found to depend on humidity during
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exposure. For dry exposures, the rate of consumption of TIN 770 is higher, but the
net formation of nitroxide and its peak concentration is lower relative to that
observed during humid exposure. In addition, specific conversions of HALS N-H
groups to HALS N-CHj; groups and regeneration of N-H groups is observed dur-
ing humid exposures. This behavior has been interpreted in terms of the effect of
formaldehyde on HALS chemistry. Formaldehyde is a byproduct of hydrolysis
reactions of melamine cross-links. The effects of this chemistry on the degradation
and stabilization of melamine cross-linked coatings has been the subject of much
investigation and is still not completely understood.? Nitroxide kinetics is less sen-
sitive to humidity in urethane cross-linked coatings. One of the most important
points of the dependence of nitroxide concentration to exposure variables, such as
intensity and humidity, is that in real-world exposures where exposure conditions
vary considerably it is difficult to infer loss of HALS “active HALS” from the
nitroxide concentration behavior alone. Oxidation of parent HALS and HALS-
based inhibition cycle products to nitroxide turns out to be a superior approach to
understanding HALS longevity. For example, Fig. 17 shows active HALS meas-
urements on coatings exposed out to 5 years in various locations.? There are clear
differences in HALS longevity for different coatings in the same exposure and the
same coating in different exposures. The rate of loss of “active HALS” is much
larger for coatings in harsh environments, such as Florida and N. Australia versus
mild environments such as Belgium. This confirms that some photooxidative
process is responsible for the slow loss active HALS. When “active HALS” is
depleted, the coating photooxidation rate increases.>
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Fig. 17. Active HALS versus outdoor exposure time. The filled and open symbols represent
two different commercial coatings. The exposure locations are as follows: [J and B-S. Florida;
<O-N. Australia; A-Belgium.
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6. CONCLUSIONS

This chapter described two basic applications of ESR to understand photooxidation
and stabilization of automotive coatings. Both of the applications involve quantifica-
tion of nitroxides in cured polymer coatings, which is described in detail. In the first
application, a stable nitroxide is incorporated into the coating, and the rate of radical
formation under controlled exposure conditions is determined by measuring the rate
of consumption of nitroxide by ESR. We relate radical formation rates to specific
chromophores in the coating and describe how coating composition and exposure
affects the evolution of those chromophores, which in turn determines the overall rate
of photooxidation. In the second application, nitroxide concentration is monitored in
coatings containing hindered amine light stabilizers (HALS). By following the
nitroxide formation and decay kinetics, we can assess stabilization mechanisms and
understand effectiveness. Converting HALS reaction products into nitroxides by
treatment with an organic peracid allows the prediction of HALS longevity.
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1. INTRODUCTION

The field of highly branched macromolecules emerged during the last several
decades of the past millennium due to work done by research groups led by Tomalia,!
Denkewalter,> Vogtle,> and Meijer.* These scientists devised routes whereby step-
wise controlled “polymerizations” could be performed, giving highly branched
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polymers with extremely low polydispersities. Starting from a polyfunctional core,
monomeric units (branches) are covalently attached to form subsequent layers (gen-
erations). Each monomeric unit must also be polyfunctional. Different functional
groups may be attached at the external surface. The first commercially available den-
drimers were the polyamidoamine (PAMAM) series synthesized by Tomalia and
named “starburst dendrimers” (indicated as SBD), after the Greek word dendra for a
tree. The term “dendrimer” is now used almost universally to describe highly
branched, often monodisperse compounds. Around the same time, Newkome was
developing a series of very highly branched molecules where each generation had a
different constitution.” These molecules were called “arborols,” and were investi-
gated as covalently linked micelle analogues.

Interest in dendrimers mushroomed after this early period to produce the wide range
of structures available today. Indeed, a quick scan over the references quoted in this
chapter reveals the increased activity in the field of dendrimers in the last few years.

A dendrimer cannot grow indefinitely, generation after generation: The point beyond
which the dendrimer cannot grow as a consequence of a lack of space (steric limitations)
on the external surface is called the “starburst limit.”® This limit is a function of a num-
ber of factors, such as the core multiplicity, the branching multiplicity, the branch length,
the core and branch volumes, and, finally, the type and size of the external functionali-
ties. The final dendrimer structure is characterized by the features depicted in Fig. 1.
Figure 2 shows drawings of the PAMAM dendrimers at different generations; the
molecular weights and the number of terminal groups are also indicated.

The steric limitation of dendritic wedge length leads to small molecular sizes, but
the density of the globular shape leads to fairly high molecular weights and an enor-
mous number of surface groups (Fig. 2). The roughly spherical shape also provides an
interesting study in molecular topology. Dendrimers have two major chemical envi-
ronments, the exterior environment due to the functional groups on the terminal gener-
ation, which is the surface of the dendritic sphere, and the sphere’s interior
environment, which is largely shielded from the exterior environment due to the spher-
ical shape of the dendrimer structure. The existence of two distinct chemical environ-
ments in such a molecule implies many possibilities for dendrimer applications.

Internal Voids
and Channels

Core
Moiety

Branching
Units

Closely Packed
Surface Groups

Fig. 1. Sketch of dendrimers: the main features (polyfunctional core, branching units forming
internal voids and channels, and closely packed external surface groups) are indicated.
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Theoretically, hydrophobic—hydrophilic and polar—nonpolar interactions can be var-
ied in the two environments. The existence of voids in the dendrimer interior furthers
the possibilities of these two heterogeneous environments to play an important role in
dendrimer chemistry. Dendrimer research has confirmed the ability of dendrimers to
accept guest molecules in the dendritic voids. Detail on synthesis, properties, and appli-
cations of dendrimers can be found in Ref. 7. Two basic methods of dendrimer synthe-
sis are available: divergent and convergent. In the divergent method the molecule is
assembled from the core to the periphery; in the convergent method, the dendrimer is
synthesized beginning from the outside and terminating at the core. In both methods
the synthesis requires a stepwise process, attaching one generation to the last, purify-
ing, and then changing functional groups for the next stage of reaction. Of course the
core, the branching units, and the functionalities at the external surface may be chosen
according to the desired application. For example, as will be shown in the following, a
porphyrin-cored dendrimer was synthesized by Diederich® as a model for cytochrome
c. The branches can be chosen to model protein structure (for biomedical applications).

Many potential applications for dendrimers have been proposed.” Much of the
interest in dendrimers involves their use as catalytic agents, based on their high sur-
face functionality and ease of recovery. The behavior of dendrimers as hosts is essen-
tial if they are to find success as solubilizing agents,” drug delivery,' and slow
release agents for perfumes, herbicides, and drugs. Research is also active in appli-
cations as diverse as polymer additives (for cross-linking and for processing),'! cat-
alyst supports, thin films, laser-printing toners, and magnetic resonance imaging
(MRI) contrast agents.'? Researchers who synthesize and use the dendrimers in dif-
ferent application fields need to check the dendrimer structure and to characterize
their behavior in different media, both in order to investigate the interacting ability of
the dendrimer surface, and to understand the physicochemical properties needed for
the proposed treatments and uses. The fractal nature of the dendrimers very often
impedes the use of X-ray analysis. Destructive analysis, such as mass spectrometry,
is of great help to assess the purity and the quality of the products obtained from the
synthesis. NMR, IR, and additional spectroscopic methods have also been used to
analyze and characterize the dendrimers, as described in the review literature.”

As shown in this chapter, ESR provides a very useful technique for the study of den-
drimer properties and their local environments, not only when paramagnetic species
are directly involved in the dendrimer original structure, but also when paramagnetic
units are added as spin probes or spin labels to the dendrimers. The advantage of the
ESR technique with respect to other spectroscopic methods of analysis mainly resides
in the ability to select the proper spin probe or spin label able to monitor, like a special
camera, a selected area internally or externally to the dendrimer. Of course, the basic
request is to know if and how the probes or the labels modify the dendrimer properties.

2. ESR STUDIES ON DENDRIMERS

The use of ESR to characterize dendrimers and to investigate their interactions with the
surrounding medium is described in this chapter by separately presenting the results
from (/) radical probes (mainly nitroxides) added to the dendrimers and to their
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solutions in the absence and presence of other molecules, (2) spin-labeled dendrimers,
(3) paramagnetic metal ions as probes or added to the dendrimers, and (4) paramagnetic
metal ions as part of the dendrimers system (metallo-dendrimers). Dendrimers will be
designated in this report as Gn, where n indicates the generation. For figures from the
oldest references about PAMAM dendrimers, the notation nSBD will be retained.

2.1. Spin Probes

The main application discussed for the dendrimers was the possibility to host guest
molecules in their interior. Jansen, Meijer, and their co-workers have shown how ESR
is helpful in analyzing this host—guest behavior by means of the spin probe technique.'?
A flexible poly(propyleneimine) (PPI) dendrimer with 64 amine end groups and an L-
phenylalanine derivative constitutes a “box” (termed 64-L-Phe-Box) able to host dif-
ferent guests. The ESR probe 2,2,3,4,5,5-hexamethyl-3-imidazoliumyloxy methyl
sulfate free radical has been employed as a small guest, whereas the dyes Bengal Rose,
Rhodamide B, and New Coccine have been used as the large guests. Table 1 shows that,
after removal of the protecting groups from the dendrimer surface, the ESR probe is
liberated completely, and no ESR signal is detected in the dendrimer after dialysis: The
analysis method is based on the spectral integration. The concentration of the probe is
detected by integration of the ESR signal of the (perforated) box in CHCl; in compar-
ison with a sample of the radical with a known concentration in CHCl;. In the case of
the completely opened system, the concentration of the probe has not been measured.
The concentration of the different dyes is measured using UV—-vis spectroscopy of the
(perforated) box in CHC15 and compared with a sample of dye with known concentra-
tion. The completely open system has been investigated in water.

In other studies from the group of Jansen and co-workers,'# the encapsulation
of different radicals was studied, that is 0.3—6 pyrrolidinyloxy triplet radical moi-
eties,'* and 7,7,8,8-tetracianoquinodimethane (TCNQ),'*® in a box of polypropy-
lenepolyamine (fifth generation) dendrimer. Intermolecular ferromagnetic
alignment of the encapsulated triplet radicals to triplet state radical pairs was
detected when more than one radical was trapped into the dendritic box. Similarly,

TABLE 1. Selective Liberation of Dyes from the 64-L-Phe-Box*

Dense Shell Partly Opened Completely Opened
[ESR Probe] [Dye] [ESR Probe] [Dye] [ESR Probe] [Dye]
Bengal Rose 0.8 4.1 0 3.9 0.001
Rhodamide 0.8 39 0 3.8 0.001
New Coccine 0.4 2.6 0 2.6 0.001

¢ From Ref. 13. The concentration of the ESR probe is detected by integration of the EPR signal of
(perforated) box in comparison with a solution at known concentration. In the case of the completely
opened system, the concentration of the probe has not been measured. The concentration of the different
dyes is measured using Uv-vis spectroscopy of the (perforated) box and compared with a sample of dye
with known concentration. The completely opened system has been investigated in water.
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TCNQ radical anions were encapsulated as dimers rather than as monomers. The
use of ESR to investigate the interacting ability of dendrimers, on the basis of
acid-base interactions, was also presented by Dykes et al.!> Supramolecular com-
plexes were formed between the carboxylic acid group at the external surface of a
dendritic host molecule, based on L-lysine building blocks, and an amine group on
the guest molecules. The ESR spectra show the binding between the dendritic
branch and 4-amino-TEMPO radicals as inferred by the increase in the rotational
correlation times of the radical on binding to the dendritic branch (Table 2). This
effect is generation dependent, with larger dendritic branches having a more
ldramatic effect on the tumbling of the radical, and solvent dependent. Effective
binding only occurs in nonpolar solvents. In this chapter, attention is focused on
acid—base properties; similarly, the electrostatic interactions described by Ottaviani
et al.'® promote the attachment of cationic nitroxide spin probes, bearing hydropho-
bic chains of different lengths (CATn, where n indicates the chain length), to nega-
tively charged dendrimers (the so-called ‘“half-generation” PAMAM dendrimers,
indicated as n.5-SBD), which are characterized by COO™ groups at the surface.
Both the increase in chain length of the probe and the increase in generation of the
dendrimer promoted interactions between the probes and the dendrimer surface, as
inferred by an increase in the correlation time for motion (Fig. 3). It was suggested
that the carbon chain of the probe may penetrate into the internal dendrimer struc-
ture to interact with sites of low polarity; the larger the dendrimer size, the larger is
the anchoring effect of the chain at the internal low polar dendrimer sites. However,
analysis of the ESR spectra as a function of pH revealed that the electrostatic inter-
actions between the probe and the external dendrimer surface are the driving forces
for closer distance of the probes to the dendrimers. All results are in line with a

TABLE 2. Rotational Correlation Times (T.) 4-amino-
TEMPO (1.6 X 10~ M) in the Presence of a Dendritic
Additive (3.0 X 1072 M) in CH,Cl, Solution®

Solvent Dendron T./s
CH2CI2 None 0.1 X 10710
CH,Cl, G1(COOH) 2.9 X 10710
CH,Cl, G2(COOH) 2.9 X 10710
CH,Cl, G3(COOH) 49 % 10710
CHCl, G2(COOMe) 0.1 X 10710
CH,Cl, G2(COOH) 03 X 10710

“ From Ref. 15.
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Fig. 3. Variation of 1. (ps), evaluated from ESR spectra at 298 K, as a function of generation
for solutions of n.5-SBD ([SBD-COO-]= 0.32 M) containing (V) CATI, (A) CATS, ()
CAT12, and (O) CAT16 ([CAT#n] =0.16 mM). (From Ref. 16.)

change of the morphology of the SBD from the so-called earlier generations
(G < 4), characterized by an open structure, to the later generations (G > 4), char-
acterized by a densely packed structure.

The long-chain probes CATn behave as surfactants and can aggregate to form
micelles. It is of interest to study the aggregation behavior of these surfactants and of
their mixtures with other surfactants in the presence of the dendrimers, and the inter-
actions taking place between the dendrimers and the micelles. As the micelles repre-
sent the simplest model for biomembranes, the interactions occurring between
dendrimers and micelles are also of interest to clarify the delivery mechanism of DNA
and drugs eventually played by the dendrimers toward target cells. For CAT16 in the
presence of n.5-SBD,!7® the ESR spectra were analyzed by a subtraction—addition
procedure of different components and computation of the experimental line shape
(Fig. 4). The computation was performed by the iterative nonlinear least-squares pro-
gram of Budil et al.'® By using this method, parameters like the percentage of inter-
acting probes (Fig. 5a), the correlation time for motion (Fig. 5b), and the exchange
frequency (Fig. 5c) were plotted as a function of the dendrimer concentration, for the
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Fig. 4. Experimental ESR signal of CAT16 in water (2 mM) at 333 K (a); Experimental ESR
signal of CAT16 in water (0.2 mM) at 333 K (b); simulated b = signal f (¢); ESR spectrum
obtained by subtracting spectrum ¢ from spectrum a (d); simulation of the subtracted compo-
nent = signal m. (From Ref. 17a.)

dendrimers at different generations; this analysis led to a model for the interactions
between CAT16 and n.5-SBD. A similar analysis was carried out for analyzing the
aggregational behavior of cetyl-trimethylammonium bromide and dodecyl-trimethy-
lammonium bromide (CTAB and DTAB, respectively), containing different surfactant
spin probes,!’® and for investigating the interactions between full generation den-
drimers (Gn) and SDS micelles.!” In this last case, the system was also analyzed by
means of pulsed ESR.

A similar analysis, making use of both continuous wave (CW) ESR and pulsed
ESR, was performed for amino-terminated-PAMAM dendrimers interacting with a
more suitable model of biological membrane if compared to micelles, that is, vesicles,
consisting of dimyristoylphosphatidylcoline (DMPC).!%* In this case, the probes
added to the vesicles were doxyl stearic acid spin probes with the doxyl group
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Fig. 5. (a) Variation of the percentage of CAT16 aggregates as a function of the concentra-
tions of 1.5- and 5.5-SBD-COO- concentrations. (b) Correlation times for the diffusional
rotational motion, T. (s) for CAT16 solutions (1.0 mM) as a function of 1.5- and 5.5-
SBD-COO- concentrations. (¢) Plot of the Heisenberg spin—spin exchange frequency,
0y (s™h), versus [SBD-COO-] for 1.5- and 5.5-SBDs at [CAT16]) 1 mM. The parameters
were evaluated from simulated ESR spectra at 333 K. (From Ref. 17a.)

attached at different positions (5, 12, and 16) of the stearic chain (termed SDSA,
12DSA, and 16DSA). Figure 6 shows experimetal (full lines) and simulated (dashed
lines) spectra obtained for SDSA inserted as a probe in DMPC vesicles in the
absence and in the presence of G7 at low and high pH (pH 4.5 corresponds to full
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DMPC-5DSA + 7SBD*

DMPC-5DSA + 7SBD
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Fig. 6. Experimental (full lines, 303 K) and simulated (dashed lines) ESR spectra of DMPC
vesicles containing 1% 5 DSA in the absence and in the presence of 7SBD (G7-low proto-
nated) and 7SBD ™" (G7-highly protonated). (From Ref. 19a.)

protonation of the external amino groups, and is indicated in the figure as 7SBD™;
pH 8.5 corresponds to = 30 % protonation of these groups, indicated in the figure as
7SBD). The computation indicated an increased ordering of the phospholipids when
interacting with the dendrimers (the order parameter was S = 0 in the absence of the
dendrimers, S = 0.53 for low protonated dendrimers, and S = 0.38 for highly
protonated ones).

If mixed vesicles of DMPC and its salt DMPA-Na are used,'*® the order disap-
pears and the DSA probes are no longer able to monitor the dendrimer—vesicle inter-
actions. The decay and modulation of the electron spin—echo (2-pulse- and
3-pulse-ESE) signal was also computed and provided information on the structural
environment of the paramagnetic center, such as the number and the distances of pro-
tons and deuteria (from deuteriated water). The results indicated that the water inter-
face was compressed due to dendrimer—vesicle interactions.

The Ru(II) polypyridyl complexes are good photochemical probes. The oppor-
tunity to combine the photophysical and ESR techniques became possible with
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nitroxide-labeled Ru(II) polypyridyl complexes, where one of the ligands is a
TEMPO-labeled phenantroline;?° the radical (T) is tethered to the ligand either
through a single -CH,— group (phen-T) or a —(CH,)g— chain (phen-C8-T). The
analysis of the ESR spectra was performed as a function of generation, tempera-
ture, and pH, and evaluated the structural and mobility parameters. Finally, the
translational diffusion coefficients were extracted by photophysical measurements
(quenching experiments) and compared with the rotational diffusion coefficients
obtained by ESR. Results showed that the rotational and the translational mobili-
ties of the probe are influenced in a similar manner by the binding of the probe to
the dendrimer surface.

2.2. Spin Labeling with Nitroxides

Spin labeling of dendrimers allows the analysis of the interactions occurring between
the dendrimers and their environment, and to follow the fate of the dendrimers them-
selves. In addition, labeling of differently functionalized dendrimers may help in
understanding the location and distribution of the different chemical groups and of
the labels. The crucial point is to quantify the amount of labeling and the distribution
of the labels by the ESR analysis. Bosman et al. performed a fundamental ESR study
of lower generation poly(propylene imine) (DAB) dendrimers, fully functionalized
with  2,2,5,5-tetramethylpyrrolidin-1-oxyl (PROXYL).2! In this case, the
Hamiltonian that describes the ESR line shape also includes a term accounting for
the exchange interactions. The increase in the number of spins with increasing size
of the dendrimers (DAB-dendr-(NH,),; n = 2, 4, 8, 16, 32, 64) produced variations
in the ESR line shape. The nitroxide radicals at the periphery of the dendrimers
exhibit a strong exchange interaction resulting in thermally populated high-spin
states. For the lower generations (n = 2, 4, and to some extent 8), the number of tran-
sitions in the ESR spectrum and their spacing can be directly related to the number
of end groups. For the higher generations, such an analysis is hampered by the
decreasing value of the splitting (ax/n) and the increasing number of lines (2n + 1).
In these cases, however, the ESR spectrum gives direct spectral evidence for interac-
tion between the end groups from the exchange narrowing. This result is in contrast
with previous studies on dendrimers with paramagnetic end groups in which no inter-
action??>2* or formation of a diamagnetic state was observed.?> An interesting aspect
of the exchange interaction is the fact that it is modulated by the dynamic behavior of
the dendritic branches, since they probe conformations with strongly different values
of J in time. Since this modulation of the exchange interaction can be influenced by
the temperature and the nature of the solvent, the ESR spectra give evidence of the
dynamic behavior of the dendritic branches. Interestingly, the authors found an
increased flexibility of the dendritic polyradicals in polar solvents compared to
nonpolar solvents due to the intramolecular hydrogen-bonded network for
poly(propylene imine) dendrimers. In this study, the lowest generation dendrimers
provide an example of a dinitroxide, which exhibits an § = 1 state. With increasing
generation, the spin multiplicity increases. Figure 7 shows the spectra obtained for
the proxyl-labeled-DAB dendrimers 4n (n is the number of surface groups, and m is
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Fig. 7. The ESR spectra of the PROXYL-labeled-DAB dendrimers 4n, where n = 4 corre-
spondedtom = 1,n=16tom = 3andn = 64 tom = 5. (From Ref. 26.)

the generation). Therefore n = 4 corresponded to m =1, n = 16 to m = 3 and
n = 64 tom = 5.2° The ESR spectrum for 4, in acetonitrile exhibits a nine-line pat-
tern (21 + 1 lines, with I = 4), indicating strong exchange and suggesting the possi-
bility of a S = 2 state. This result indicates fast exchange on the ESR time scale for
this compound. The larger dendrimers show broadened signals, and splittings are no
longer resolvable, but if the trend continues, the possibility exists that spin states
higher than § = 2 could result.

It is of interest to describe spin systems that are completely different from nitrox-
ide-labeled dendrimers, but that also bear in their organic structure a high-spin mul-
tiplicity (with S > 1).2” High-spin polycarbenes with m-conjugation, which are the
first and second generations of the spin-mediated dendrimers based on pheny-
lacetylenes, were studied by a two-dimensional electron—spin transient nutation
(2D-ESTN) method based on pulsed-ESR to determine the spin multiplicity. The
contour plots of the 2D-ESTN spectra of the dendrimer at 3.5 K allowed to identify
the nutation frequencies, which were attributed to [4,=4> <> |4,23>, |4,£3> <
[4,£2>, |4,£2> <> |4,£1>, and [4,%1> > |4,%0>. The ESR allowed the detec-
tion of transitions due to the nonet state (S = 4). By analyzing the transition moment,
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a septet ground state of the triscarbene system, which is the first generation of the
phenylacetylene dendrimers, was unequivocally identified.”” The authors indicated
that the stable diphenylcarbene serves as a useful building block and the pheny-
lacetylene dendrimer as a ferromagnetic coupling unit with robust spin polarization
for super high-spin polymeric systems and super paramagnetic materials. The fine-
structure parameters of the triscarbene and the molecular structure were obtained by
means of a semiempirical treatment of a fine-structure tensor.?’

Louie and Hartwig described relatively stable (half-life 1 h) radical cations formed
for the tryarilamine dendrimers, giving an ESR broad signal with a spectral width of
34 G.” Proton hyperfine coupling broadened the spectrum so that clear resolution of
the '“N line pattern was not observed, but a multiline pattern indicates multiple cou-
plings to nitrogen. Similarly, radical cations were detected by ESR also for dendra-
lene-type vinylogs of tetrathiafulvalene (TTF) bearing a 1,3-diselenole moiety.?

Returning to nitroxide-labeled dendrimers at a high degree of labeling (when
spin—spin interactions prevail), ESR line broadening effects were found for sugar
(mannose) functionalized PAMAM dendrimers with nitroxide attached to the sur-
face.3 The ESR spectra of the differently functionalized dendrimers were analyzed
through empirical parameters directly calculated from the spectra, that is, the peak
heights of the first and second peaks. The ratio between these peak heights increases
as a function of the radical percentage monitoring the distribution of the labels. The
results of this analysis indicate that both the acetylated mannose groups and the
(deprotected) mannose residues are randomly distributed on the dendrimer surface.
The authors also found that the binding of the dendrimers to Concavaline A was not
perturbed by the labeling. Recently, a similar ESR study from the same group, was
performed on G4-PAMAM dendrimers functionalized with TEMPO and another
functional group.’! The relative locations of the spin labels were determined. At all
loadings studied (5—95% TEMPO), the spin label was found to be randomly distrib-
uted on the surface of the dendrimer, and therefore the other group (2,2,6,6-tetram-
ethylpiperidine, propanol, fert-butane, and phenol) must also present a random
surface display.

The spin labeling of G6-PAMAM dendirmers with TEMPO radicals was used to
follow the redox reaction of TEMPOL and TEMPOL-H.?? The intensity of the ESR
signal of TEMPOL, formed by reoxidation of TEMPOL-H with spin-labeled
PAMAM dendrimers, increased as a function of time, after addition of the dendrimer
at different labeling degrees, demonstrating that spin-labeled G6 dendrimers are
potential candidates as contrast agents in MRI.

The ESR studies of labeled dendrimers intended to clarify their role as MRI con-
trast agents have been described in several papers.’* 3° Spin labeling of several
different dendrimers (DAB and PAMAM, at different generations) let the authors
calculate the rates of nitroxide reduction due to superoxide, by observing the change
of the low-field spectral peaks in the ESR spectra as a function of time (Table 3).
Dendrimers labeled with nitronylnitroxides work well as contrast agents in MRI, and
therefore their characterization by means of ESR is of interest.3%3’

An interesting medical application of the nitronylnitroxide-labeled dendrimers is
spin trapping of nitric oxide.?” Nitronyl nitroxides can spin trap NO, but are unstable
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Table 3. Bioreduction Rate Calculated for Labeled

Dendrimers®

Number of Bioreduction Rate

Nitroxides UM/min !

No dendrimer 0.01 £0.01
DAB-3 7.93 =0.21
DAB-4 7.54 £0.15
DAB-8 0.00 = 0.03
DAB-16 0.00 = 0.02
DAB-32 0.00 = 0.01

PAMAM-16 0.00 = 0.01

PAMAM-32 0.00 = 0.01

¢ (Polypropyleneimine = DAB; polyamidoamine = PAMAM).
From Ref. 35.

in a biological medium. Poly(propyleneimine n-amine) dendrimers (DAB-Am),,
where n = 2,3,4, and 8, functionalized with nitronyl nitroxide, also behaved as spin
traps for NO, leading to the corresponding imidazolidinoxyls. The ESR spectra indi-
cated a slow rate of trapping and a high stability of the adducts in biological media,
thus making possible the use of these spin labeled dendrimers to effectively detect
NO in vivo and in real time.

As mentioned at the beginning of this section, spin labeling of the dendrimers may
serve to follow the fate of the dendrimers themselves and to monitor their interactions
with molecules and structures belonging to the environment, in solution, or at solid or
liquid surfaces. Following this rationale, TEMPO-labeled PAMAM dendrimers can
monitor the interactions of the dendrimer surface with different biomolecules, or
structures mimicking the behavior of biostructures, such as vesicles,®'® polynu-
cleotides, and DNA,*- ** amino acids and proteins.*' The interactions of TEMPO-
labeled PAMAM dendrimers (indicated as nSBD-T) with DMPC vesicles were
studied by a computer-aided analysis of CW ESR and pulsed ESR spectra.’® CW-
ESR spectra as a function of temperature, pH, and generation were computed using
the procedure of Freed and co-workers.'® These CW-ESR spectra often consisted of
two components with different mobility, due to interacting and noninteracting den-
drimers. Table 4 presents the main parameters used for computation of the ESR spec-
tra recorded at 277 K. It was found that interactions (mainly due to charged surface
groups) are favored when the dendrimers are protonated at the surface, and for high
generation dendrimers. Interestingly, the computation needed a tilt of the main rota-
tion axis, which indicated that the label undergoes constraints when dendrimers and
vesicles interact. The ESE spectra were analyzed by the procedure described by
Romanelli and Kevan.*? The calculation provided the number and the distances of the
protons and deuteria (from deuteriated water) in the nitroxide environment. These
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TABLE 4. Main Parameters for the Computation of ESR Spectra at 277 K%?

System A, (G) T, (X10%s) Main Rotation Axis/ % Signal
Tilt Angle
6SBD-T 39 2.3 y/50° 50
36 6.0 z/50° 50
6SBD-T-DMPC 39 2.3 y /500 30
36 15.0 z/50° 70
6SBD-T™* 39 1.5 y/50° 100
6SBD-T-DMPC 39 2.3 y/50° 30
36 17.0 7/50° 70
2SBD-T 39 2.0 y/40° 70
36 4.0 z/50° 30
2SBD-T-DMPC 39 2.0 y/40° 85
36 6.0 7/50° 15
2SBD-T™ 39 0.9 y/50° 100
2SBD-T*-DMPC 39 23 y/50° 35
36 6.0 2/50° 65

“ From Ref. 38.
bAccuracy: A; and <T>: 2%.

data showed that a “complex” is formed between a single solvent molecule and the
nitroxide radical, and that the interactions between the dendrimer surface and the vesi-
cle partially compressed the hydration layer of the N-O group.

A similar analysis of the ESR spectra was performed for TEMPO-labeled
PAMAM (nSBD-T, or Gn-T) dendrimers interacting with mixed DMPC-DMPA-Na
vesicles.!®? In this case too, the main direction of the label rotation was modified by
the dendrimer—vesicle interactions, but the interactions were weaker compared to
pure DMPC vesicles. Figure 8a shows examples of ESR spectra (258 K) obtained for
G6-T interacting with different polynucleotides: Calf Thymus DNA (C.T.DNA);
poly(deoxyadenylic-deoxythymidylic acid) [Poly(AT)] and poly(deoxyguanylic-
deoxycytidylic acid) [Poly(GC)], which contain only adenine-thymine base pairs or
cytosine-guanine base pairs, respectively; DNA with 12 base pairs (DNA-12mer).>
Here also the ESR analysis (computation of the spectra are the dashed lines in Fig.
8a) showed the presence of two components (interacting and noninteracting, or free)
constituting the spectra; the mobility conditions of the interacting component and its
relative intensity indicated the following sequence of interactions with the den-
drimers: DNA-12mer > CT-DNA > Poly(GC) > Poly(CT). A stronger interaction
of the dendrimer with DNA-12mer is due to the easier adaptation of this short DNA
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Fig. 8. (@) The ESR spectra (258 K; solid lines, experimental spectra; dashed lines,
computed spectra) for G6-T interacting with different polynucleotides: Calf Thymus
DNA (C.T.DNA); poly(deoxyadenylic-deoxythymidylic acid) [Poly-(AT)] and poly
(deoxyguanylic-deoxycytidylic acid) [Poly(GC)], which contain only adenine-thymine base
pairs or cytosine-guanine base pairs, respectively; DNA with 12 base pairs (termed DNA-
12mer). (From Ref. 39.) (b) Plot of A_’, extracted from the interacting component in the ESR
spectra, and Is/If (intensity ratio between the interacting and the free components) as a function
of r = [G6-T](surface groups)/[DNA](base pairs); ESR spectra recorded at 7 = 248 K and
at a fixed dendrimer concentration of 0.01 M in phosphate buffer solution. (From Ref. 40.)
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sequence to the dendrimer surface.> Fig. 8/ shows the variation of the parameters
indicative of the dendrimer-DNA interactions as a function of the increase in the ratio
r = [G6-surface groups]/[DNA-base pairs].*’ The maxima of these parameters cor-
respond to the formation of supramolecular structures due to the dendrimer—-DNA
interactions.

The interactions between labeled PAMAM dendrimers (Gn-T) and amino acids
and proteins,*' were studied with the biomolecules selected on the basis of
acid—base properties. The protonated dendrimers, which are acidic, interact well
with the basic Arginine. The relatively strong interactions with the hydrophobic
Leucine indicated a synergistic effect between hydrophilic and hydrophobic inter-
actions. The ESE spectra confirmed the results obtained from CW ESR, since the
protons of Leucine reside in vicinity of the nitroxide group.

The same TEMPO-labeled PAMAM dendrimers (Gn-T) were used to investigate
the interactions of these dendrimers with different solid surfaces.** Table 5 reports
the main parameters (A,,’, the z component of the hyperfine coupling; the correlation
time for motion, T; the percentage of interacting labels, %); these parameters increase
with the increase in the strength of interactions evaluated from the analysis of the
ESR spectra of G2-T and G6-T interacting with homoporous silica gel (S40, 60, 100,
200, 500 nm of pore size), and acid, neutral, and basic aluminas at different den-
drimer concentrations. It was found that the dendrimer—solid surface interactions
increase with decrease of the silica pore size, and with the basicity of the aluminas.

TABLE 5a. Main Parameters Extracted from ESR Spectral Analysis of Dendrimers
(0.005 M) Interacting with Silica Gels®”

Dendrimer Silica Ts % ¢ A IGE
Free Labels Interacting Interacting

Labels Labels

G2-T S40 1.9 X 107° 65 333

G2-T S60 1.5x107° 55 333

G2-T S100 9.6 X 10710 40

G2-T S200 1.0 x 10710 37

G2-T S500 2.0x 10710 20

G6-T 5S40 2.1 X107° 73 34.5

G6-T S60 1.1 x107° 32

G6-T S100 9.0 X 10710

G6-T S200 6.0 X 10710

G6-T S500 5.0 x 10710

“ From Ref. 43.

bAccuracy 5 %.
¢ Unreported values are not measurable
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TABLE 5b. Main Parameters Extracted from ESR Spectral Analysis of Dendrimers
Interacting with Alumina®?

Dendrimer [Gn-T] Alumina T.X10'%s o AIG
G2-T 0.04 M Acid 8.2 38 29.15G
G2-T 0.04 M Neutral 12.0 60 309G
G2-T 0.04 M Basic 12.2 62 304G
G2-T 0.005 M Acid 5.5

G2-T 0.005 M Neutral 8.5 46

G2-T 0.005 M Basic 8.7 42

G6-T 0.04 M Acid 16.4 84 34.75
G6-T 0.04 M Neutral 17.2 87 33.6
G6-T 0.04 M Basic 17.2 88 33.65
G6-T 0.005 M Acid 10.0 (95)

G6-T 0.005 M Neutral 14.3 73 34.0
G6-T 0.005 M Basic 19.5 85 33.7
“Ref 43.

bAccuracy 5%.

2.3. Paramagnetic Metal Ions Added to Dendrimer Solutions

Analysis of the ESR spectra of organic dendrimers containing paramagnetic metal ions
is a useful tool to obtain information about structure, conformation, and interacting
ability of dendrimers, and to assess different applications, mainly in the biomedical and
electronic fields. This section provides examples on the ESR studies carried out by
using paramagnetic metal ions to probe the dendrimer properties.

An ESR study of Cu(ll) complexes formed with the n.5 PAMAM dendrimers
(from G = 0.5 to G = 7.5), henceforth called n.5 G, was performed at different pH
conditions, corresponding to different degrees of protonation of the COO™ groups that
form the external dendrimer layer.** The availability of both surface COO™ and inter-
nal —-N- and -NH-CO- binding sites makes possible the formation of different com-
plexes, due to the distribution of Cu(Il) at different sites. Analysis of spectra recorded
at ambient and low temperature allowed extraction of the magnetic and mobility
parameters of the different complexes formed by Cu(ll) coordinating internal and
external dendrimer sites. Four different complexes were formed as a function of gen-
eration and pH, corresponding to different sites of Cu(Il). An interesting feature was
found in the spectra at room temperature: the unpaired electron partly delocalizes
from copper to the nitrogen ligands, giving rise to a resolved structure due to coupling
with nitrogen and protons. A similar ESR analysis was performed for the amino ter-
minated PAMAM dendrimers as a function of generation, pH, and temperature.* In
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this case too, computer-aided analysis of the ESR spectra led to identify different
complexes for Cu(Il). This study served as a reference for following the
formation of silver nanocomposites with PAMAM dendrimers of different genera-
tions and differently functionalized at the surface (-NH,, —_NH-C(CH,OH);,
—-NH-COC(CHy); , that is amino, tris, and pivalate, respectively, and termed En-A;
En-T, and En-P, respectively, where n indicates the generations):*® Ag(I), adsorbed in
the internal structure of the dendrimers, was reduced by X-rays to Ag, and Cu(Il) was
added to monitor, by means of ESR, the site and distribution of the silver nanocom-
posites. In this case too, different components identify different coordinations of
Cu(Il). The ESR analysis revealed that the internal structure of the dendrimer—silver
ion complexes changed during their transformation into nanocomposites. The ESR
analysis of Cu(Il)-Gn system also demonstrated that, in spite of the stability of the
Cu(I)-Gn complexes, uranyl ions are able to displace copper ions from the dendrimer
interior.*’ This conclusion opened the interesting possibility to use these dendrimers
as uranium sponges. However, the strong interacting ability of Cu(II) toward the nitro-
gen sites diminishes the reliability of these ions to probe the real structure of the den-
drimer. Mn(II), which is known to preferentially coordinate oxygen sites, proved to be
a good probe of the dendrimer structure and interacting ability, thus providing com-
plementary information to Cu(II).*® The computation of the ESR spectra of Mn(II)
needed inclusion of the zero-field splitting (ZFS) contributions to both transitions and
relaxation. Table 6 lists the main parameters used for computation: T, the ZFS param-
eter; the isotropic hyperfine coupling constant, A;, ; and the relative percentages of the
components A and B, where B corresponds to Mn(II) directly interacting with the den-
drimer surface at the COO- groups.

Copper(Il) complexes of Schiff base derivatives of DAB Am-8 dendrimer
and different aldehydes (3-hydroxybenaldehyde, 3,5-dichlorosalicylaldehyde, and
S-nitrosalicylaldehyde) have been investigated using the ESR technique in the
3.5-300 K temperature range.*’ The spectra were computer analyzed to obtain

TABLE 6. Parameters Used for the Computation of the ESR Spectra of Mn(II)
Interacting with Half-Generation PAMAM Dendrimers®

Generation Signal T,/ ps ZFS/G? Ao G %
0 A 7 24,000 96.4 100
2.5 A 10 30,000 92.8 20
B 7 250,000 92.8 80
5.5 A 10 30,000 92.5 15
B 7 250,000 92.5 85
7.5 A 10 30,000 94.2 15
B 7 250,000 94.2 85

“ Correlation time for motion, T, (=5%), ZFS parameter, (*10%); isotropic hyperfine coupling constant,
Ao (£5%); and relative percentages of the components A and B (+5%).
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anisotropic g-values and AB; line widths, which revealed a Curie—Weiss type behav-
ior evidencing ferromagnetic and antiferromagnetic interactions between copper
ions. The authors described the formation of different copper clusters and different
local symmetries of the crystal field around the copper ions

Poly(propylene imine) (DAB) dendrimers functionalized with bis[2-(2-pyridyl)
ethyl]-amine (PY2) ligands also formed different complexes with Cu(II).>° The
analysis of the ESR spectra showed the formation of tetranuclear complexes in which
the metal centers are complexed by the PY?2 parts of the dendrimer and are further
weakly coordinated by solvent molecules. There was no evidence for participation of
the tertiary amine N atoms of the dendrimer core in the complexation. The ESR titra-
tion with an increasing amount of copper showed that the pyridine dendrimers at
generations 2, 3, and 4 were saturated with 8, 16, and 32 copper ions per dendrimer,
respectively: larger amounts of Cu(Il) resulted in a free Cu(I) component superim-
posed on the “complexed-Cu” component.

The molecular dynamics of vanadyl complexes with the chelate 2-(4-isothiocyana-
tobenzyl)-6-methyldiethylenetriaminepentaacetic acid, covalently attached to ammo-
nia core poly(amidoamine) (PAMAM) dendrimers (PAMAM-TU-DTPA), was also
studied by ESR.>! The spectra were computed with modification of the slow-motional
line-shape theory. From this analysis the rotational correlation time for motion was
evaluated. Table 7 lists both the isotropic T values, at different temperatures (7a); and
the anisotropic T values (7b). In the table, T, is the perpendicular component, T, is the
parallel component, and T,,= (t,7,)"%. The anisotropic parameters were compared to
TRiso» the rotational correlation time determined with the isotropic tumbling model. At
near freezing, the isotropic model and the anisotropic model give nearly identical
simulated spectra. The results indicated that the rotational correlation times of the
surface chelate increase with molecular weight and resemble those of “internal” seg-
mental motions found in PAMAMs. The comparison of isotropic and anisotropic tum-
bling models in Table 7 indicates anisotropic tumbling of the ion—chelate complex at
physiological temperatures, which is consistent with a model that incorporates seg-
mental motions of the dendrimer side chains.”!

An interesting family of dendrimers are those forming liquid—crystal structures.
Liquid crystals of copper(II)-containing PPI dendrimers were studied using ESR.>3
4-(4-N-Alkoxybenzoyloxy)salicylaldehydes attached at the peripheral amino groups

TABLE 7a. Rotational Correlation Times(t)* of PAMAM-TU-
DTPA-VO(II) at Different Temperatures”

20°C 25°C 35°C
Free chelate 0.15 0.14 0.12
G = 2 PAMAM-TU-DTPA 0.93 0.64 0.49
G = 6 PAMAM-TU-DTPA 2.5 2.1 0.64

¢ 1 is in nanoseconds (ns)
> From Ref. 51.
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TABLE 7b. Anisotropic Rotational Correlation Times (7, Perpendicular Component;
1, Parallel Component; 7,,=(7;T))"?; Tqic, Determined with the Isotropic Tumbling
Model) for G=6 PAMAM-TU-DTPA.

1(°C) 7 T Tay TRiso
1.9 5.6
8.0 3.9
13.9 62 0.26 4.0 3.0
19.7 39 0.26 3.2 2.5
254 31 0.24 2.8 2.1
32.5 20 0.22 2.1 1.7
37.5 10 0.21 1.5 0.64
52.0 4.7 0.16 0.86 0.40

¢ 1 is in nanoseconds (ns)
b From Ref. 51.

of the dendrimers, as mesogenic moieties, give rise to dendromesogens with a differ-
ent number of mesogenic branches.>? Different copper complexes were characterized
by ESR and the orienting effect of a high magnetic field provided information on the
dendrimeric metallomesogens.’* The ESR spectra of Cu'"-PPI complexes at differ-
ent orientations with respect to the magnetic field were calculated with a distribution
function. This approach allowed the resolution of the anisotropic superhyperfine
structure due to amido nitrogen ligands in dendrimers, and led to geometric informa-
tion on the complexation of the copper metal ions. At the lowest Cu(II) content, the
copper complexes have an approximately square-planar geometry, in which each
Cu(Il) ion is bonded to two nitrogen and two carbonyl oxygen atoms from the amido
groups in the outer core of the dendrimers (N,O, coordination). For intermediate
concentrations, two different kinds of copper complex geometry exist: an N,O,
pseudotetrahedral geometry with coordination of two amido nitrogen and two car-
bonyl oxygen atoms, and a five-coordinate, square-pyramidal geometry, presumably
N;0,, by additional bridging to a tertiary amino nitrogen atom from the inner core of
the dendrimer. Higher Cu(II) loadings lead to increased exchange coupling between
the complex sites.”?

2.4. Metallo-Dendrimers

Two main classes of metallo-dendrimers can be distinguished: the classic organic den-
drimers (e.g., DAB and PAMAM dendrimers) that include in their structure some metal-
lic elements in different oxidation states, and the emergent inorganic dendrimers.>*>
Incorporation of transition metal complexes in both organic and inorganic den-
drimers leads to new and interesting material with specific properties, such as the
capability to absorb visible light, to exhibit luminescence, and to undergo reversible
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multielectron redox processes.>® These materials may find applications as components
in molecular electronics and as photochemical molecular devices for solar energy
conversion and information storage.>® Metal-containing dendrimers can be classified
into three categories (Fig. 9): Dendrimers with coordination centers at the core (a),
dendrimers with coordination centers through all layers (b), and dendrimers with
coordination centers on the periphery (surface groups) (c). In the a category, den-
drimers bearing a metalloporphyrin as a core have a special role, since they mimic the
biological function of heme proteins: the ability to reversively binding O,. The com-
bination of metalloporphyrin with dendrimer chemistry led to an interesting new class
of model systems, with dendritic superstructures that mimic the encapsulation of the
heme in a natural protein environment. When a paramagnetic metal ion is involved in
these structures, the ESR analysis is helpful in determining the local structure of the
metal environment. Interesting examples of this analysis are reported for dendrimers
with a Fe"™—porphyrin core, which possess a vacant coordination site available for
ligand binding and catalysis.>® All dendritic Fe(IIT) complexes display a predominant
axial signal in the ESR spectrum, typical for high-spin Fe(IIl) porphyrins, and a weak
rhombic signal indicative of a low-spin Fe(IIl) species. These paramagnetic properties
indicate a possible weak coordination of the chloride counterion at the vacant coordi-
nation site of the Fe(IIl) porphyrin, as, in these cases, the formation of head-to-tail
dimers is improbable, considering the steric bulkiness of the dendritic shells.>®

The use of different ESR techniques permitted a deeper understanding of the bind-
ing properties of the dendrimers with a metallo-porphyrin core.’’ Dendritically func-
tionalized Co(II) porphyrins in the presence of 1,2-dimethylimidazole (DiMelm),
pyridine, and 1-methylimidazole, were studied by means of CW and pulsed ESR, and
electron nuclear double resonance (ENDOR) techniques, which revealed specific
information on the oxygenated forms of these porphyrins. Both ENDOR and hyper-
fine sublevel correlation (HYSCORE) spectra demonstrated that no hydrogen-bond
forms between the bound O, and a dendritic NH moiety. This hydrogen bond had ear-
lier been proposed on the basis of the large dioxygen affinity of the corresponding
Fe(II) complex. The ENDOR experiments indicated that the dendritic branches are
closely packed in toluene and that the Co—O, bond has a highly ionic character. This
observation is linked to the packing and the polarity of the dendritic branches and can
be related to the O, and CO affinity of the corresponding Fe(II) complexes.’

(a) (b) (¢

Fig. 9. Schematic representation of the three classes of metallo-dendrimers.
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Another interesting ESR study of inorganic dendrimers, of the c¢ category
(Fig. 9), reported the synthesis and ESR characterization of new inorganic den-
drimers, based on cyclophosphazene units, containing single metal complexes on
the surface.’® The complexes containing Fe ions exhibit intense signals both in the
solid state and in dichloromethane solutions. The spectra exhibit the typical ESR
signal of high-spin Fe(III) complexes (g near 2); the Fe(IIl) ion is a ground state 65
(6A,, in the complexes) and is not split in an octahedral or even a lower symmetry
ligand field. In addition, there can be no splitting by spin—orbital interaction and a
single isotropic resonance line at g = 2 is observed. Hyperfine interaction of the
unpaired electron with the '“N nucleus (I = 1) of the cyanide group was not
observed, although the broad signal in the solid state could contain some unresolved
splitting. The ESR spectrum of the copper complex with a PF¢ counterion exhibits
the splitting typical of a tetragonal distortion of the copper complex. The cobalt
complexes are mainly ESR silent. The Mn complexes show an intense ESR spectra
in the case of a PF, contraion.”®

As the first example of a “metallodendrimer catalyst”, the catalytic behavior of
nickel-containing carbosilane dendrimers (belonging to category ¢) was studied by
ESR.* These dendrimers are catalytically active in the atom-transfer radical addition
(ATRA) reaction by using methyl methacrylate (MMA) as substrate and carbon
tetrachloride (CCly) as the polyhalogenated alkane. The catalytic deactivation of
[G1]-Ni;, and [G2]-Nisq4 is caused by irreversible formation of catalytically inactive
Ni(III) sites on the periphery of these dendrimers. This hypothesis is supported by the
ESR analysis. Theoretical modeling showed that the ESR spectrum of the G1-Ni
complex most probably consists of two phases. In one phase, the nickel(III) sites are
more closely packed leading to a faster relaxation mode, and give rise to a signal with
a relative high dipolar broadening. In the other phase, the Ni(IIl) sites are more sep-
arated and this “spectrum” is comparable to the ESR spectrum of a model Ni(III)
complex measured at low temperature.

As possible biochemical applications of metallo-dendrimers, we present two orig-
inal examples for metallo-dendrimers belonging to the category a and c, respec-
tively.5*®! Polyether amine dendrimers with a Mo core were analyzed by ESR to get
information about the dimethyl sulfoxide (DMSO) reductase family of enzymes.*°
The authors did not find any significant variation in the g values of the axial resolved
spectrum of Mo(V) for the dendrimer with respect to the free Mo complex, indicat-
ing that the integrity of the square-pyramidal MoOS, "~ core (Cyy local symmetry) is
retained. The addition of bulky and symmetric dendritic architecture does not impose
any further distortion at the metal center; therefore, the electronic structure remains
unaltered. Lysine-based dendrimers containing gadolinium complexes at the external
surface, termed Gadomer 17 and used as contrast agents in MRI, were also investi-
gated by ESR.®' The electronic transverse relaxation rate from the spectral line
widths at different frequencies (X-band, 150 and 225 GHz) were plotted as a func-
tion of temperature. The experimental 1/7,, values were treated as the sum of ZFS
and intramolecular dipole—dipole contributions. The fit provided an effective Gd—Gd
distance of rgggq = 12.6 A.
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3. CONCLUSIONS

The dendrimers are a special class of polymer with a “ball” shape, due to the radial
symmetry of their structure. The possibility to modify the synthesis with various
cores, various polymerization units, and various external surface functions offer an
infinite range of different dendrimer structures. Their use as catalytic agents, as
selective boxes for host molecules and ions, as gene carriers and MRI contrast
agents, and as light antennas has been demonstrated, and increased the interest in this
kind of polymers.

The ESR studies performed on the dendrimers have demonstrated the utility of
this technique to characterize their structure and properties and to clarify their
behavior in specific applications. This chapter presented ESR studies describing the
use of radical spin probes, spin labels, paramagnetic ions as spin probes, and met-
allo-dendrimers with paramagnetic ions in their structure.

The intensity of the ESR signal provides a measure of the radical concentration
and is evaluated by double integration of the ESR signal, based on an intensity
reference. Variation of the ESR intensity indicated the entrance—exit of a para-
magnetic probe from the dendritic box, or the oxidation-reduction of a paramag-
netic label or ion belonging to the dendrimer. Variation of relative intensity of a
spectral component provided a measure of the distribution of paramagnetic
species in different locations and environments at the external and/or internal sur-
face of the dendrimers.

The magnetic parameters, such as the components of the g- and A-tensors or their
isotropic values, were calculated for copper complexes at dendrimer surface sites in
order to identify the type of complexes.

When the relaxation mechanism is the modulation of the magnetic g and A com-
ponents due to the rotational (lliffusion of the paramagnetic group (mainly for the
nitroxide radicals, and for § = 7 paramagnetic ions), the analysis of the spectra in the
fast—slow motion regime provides the correlation time for the rotational motion. An
increase in the correlation time corresponds to a decrease in mobility of the para-
magnetic probe or label. The evaluation of the correlation time for the rotational
motion was performed by simple methods or by computation of the spectra.
Different diffusion models can be considered, such as Brownian or jump diffusion
models, and the rotational mobility may be considered isotropic or anisotropic. In
this latter case, for nitroxide radicals, the main information was obtained from the
perpendicular component of the correlation time. Furthermore, a shift of the main
rotational axis accounts for the compression of the labels due to other molecules
approaching the label at the dendrimer surface.

The analysis of the correlation time for motion provided information on the inter-
actions of probes with the dendrimer surface, or the interactions of the dendrimers
with other species, such as biomolecules, surfactant aggregates, and different types
of liquid and solid surfaces. In the case of interactions of the dendrimer with surfac-
tant aggregates, the use of radical surfactants inserted in the aggregates also provided
information about the type and the strength of the interactions. The order parameter
is extracted from the analysis of the ESR spectra.
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Parameters related to spin—spin coupling and/or exchange interactions (such as
the J coupling, ZFS parameters, and the exchange frequency) become the main
parameters when paramagnetic species approaches each other, or when the spin mul-
tiplicity increases. These cases are accomplished in the case of increased loading of
paramagnetic probes or 1labels inside the dendrimer or at the dendrimer surface, or
when species with § > 7 are doped in the dendrimer system. However, in these cases
very often the analysis could be performed by simply evaluating the line width of the
single line, which originated from high local concentration of spin or high-spin den-
sity. A more correct line width is calculated by spectral simulation, but the empirical
peak-to-peak line width also provided a good indication of spin—spin interactions.
Similarly, empirical parameters, such as ratios of the heights of the hyperfine lines,
were used to calculate the partition of labeled dendrimers in different environments
and the effects of weak spin—spin interactions (dipole broadening).

In addition to CW ESR, ENDOR, and pulsed techniques (HYSCORE spectra,
2D-ESTN, and ESEEM) were also used for dendrimer analysis. The ESR techniques
have provided useful information on the dendrimers structure, properties, and appli-
cations, and their interactions with selected species.
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1. INTRODUCTION

Various low-dimensional compounds can be considered as organic conductors; organic
conductive polymers are of special interest,” due to their potential applications
in molecular electronics. A major scientific goal is to reinforce the human brain with
the ability of a computer. However, a convenient computer is based on three-dimensional
(3D) silicon technology, whereas human organisms consist of low-dimensional biological

* This chapter is dedicated to my wife, Tatiana Krinichnaya.
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systems. So, the future computer based on organic conductive polymers, combined with
biosystems, is expected to increase considerably the power of human comprehension.

Initially, m-conjugated polymers are insulators. Their conductivity can be con-
trolled by the chemical-electrochemical introduction of dopants, for example, acids
or metal ions, which accept from a chain or inject to a chain an elemental charge.
Consequently, the conductivity of a polymer increases up to = 107°=1 S cm ™! (semi-
conductor) or even up to = 10>~10% S cm ™! (metal).!

Polyacetylene (PA) is the simplest conjugated polymer. It can exist in cis- and trans-
forms (cis- and trans-PA isomers). The latter is thermodynamically more stable. The
transition between C—C and C = C bonds in trans-PA does not require energy change,
so the Peierls distortion® opens up a substantial gap in the Fermi level. This twofold
degeneration leads to the formation of mobile solitons with a length of = 15 C~C units
and spin § = 7 on trans-PA chains. These correspond to a break in the pattern of bond
alternation,* and thus determine the fundamental properties of the polymer.

Poly(p-phenylene) (PPP), polythiophene (PT), polypyrrole (PP), polyaniline
(PANI), and poly(tetrathiafulvalene) (PTTF) are other conductive polymers with pen-
tameric and hexameric unit rings in which two neighboring units are tilted with respect
to one another by a torsion angle, for example, equal in PPP to = 23"> This angle is a
compromise between the effect of conjugation and crystal-packing energy, which
would lead to a planar conformation, and the steric repulsing between ortho-hydrogen
atoms, which would lead to a non-planar conformation. For these polymers a resonance
form can also be derived, which corresponds to a quinoid structure; however, in con-
trast to trans-PA, benzenoid and quinoid forms are not energetically equivalent, with
the quinoid structure being substantially higher in energy. As a result, the solitons are
trapped in the slightly doped PPP by the charges in polymer structure and the other
mobile nonlinear excitations, namely polarons, are formed.® These quasiparticles, with
the size of about five polymer units,” possess an elemental charge e and spin S = 3
With increase of the doping level y (the number of the dopant molecules per polymer
unit), the polaron pairs can combine to form spinless bipolarons with charge 2e.

Some of the most studied conductive polymers, as well as nonlinear quasiparticles
formed in their chains, are schematically shown in Fig. 1.

A highly anisotropic quasi-one-dimensional (Q1D) m-conjugated structure with
the above topological distortions as charge carriers makes such systems fundamen-
tally different from traditional inorganic semiconductors, for example, silicon and
selenium, and insulating polymers, for example, polyethylene. Their direct current
(dc) conductivity 6,4, can be controlled by chemical or electrochemical oxidation or
reduction from the insulator to the semiconductor and then to the metal.!

The electronic properties of conductive polymers correlate with their structure,
morphology, and quality, as well as with the nature and number of the dopant mole-
cules introduced into the polymer matrix.

Different methods were widely used for the study of fundamental structure and
dynamics properties of conductive polymers: optical and X-ray photoelectron spec-
troscopy, scanning electron microscopy (SEM), chromatography, dc and alternating
current (ac) conductometry, microwave dielectrometry, Faraday balance and alternat-
ing force magnetometry, and thermoelectric power."> As the electronic properties of
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conductive polymers are related to the existence of nonlinear excitations possessing
electron and nuclear spins, various magnetic resonance methods, such as nuclear
magnetic resonance (NMR), electron—nuclear double resonance (ENDOR), electron
spin—echo envelope modulation (ESEEM), and ESR were also used for the study of
these systems.®° Electron spin resonance spectroscopy has the ability to analyze
directly the nature and dynamics of nonlinear charge carriers stabilized in conductive
polymers.

The ESR investigations are usually carried out at a frequency of ®./2n = v, < 10
GHz and a field B, < 3.4 kG. However, these conditions result in single-line spectra
with information limited to the concentration and line width of the paramagnetic cen-
ters (PC). In addition, strong cross-relaxation of PC exists at low magnetic fields.'”
Thus, the ESR study of organic conductive systems at v, < 10 GHz faces consider-
able limitations.

It was shown that the measurement of organic radicals in different solids,
especially in conductive polymers at D-band ESR (®./2n = 140 GHz and Bj = 50 kG)
enables the absolute sensitivity, precision, and informativity of the method to
increase considerably. At high frequencies, the main advantage of the method is the
higher spectral resolution of the g-factor due to the basic relation g;—g. o ®, (here,
8. = 2.00232 is the g-factor for a free electron). The transition to D-band widens the
range of molecular motions in condensed systems by more than an order of magni-
tude. This sensitivity of the ESR method, that is, the minimum number of spins
detected, increases with the increase of ®, as Ny, = 0, % where o= 0.5-4.5.13
Finally, the probability P, of cross-relaxation (cr) of PC decreases strongly with the
increase of a polarizing microwave quantum energy ha, o< By as P, o< exp(—B?),'"*
so the spin packets become noninteracting at D-band ESR, and therefore can be sat-
urated at lower values of the magnetic term B; of polarizing microwave radiation.
The electron relaxation time of PC stabilized in some solids can increase with an
increase in ®,, which is another reason for the appearance of fast passage effects that
make an efficient study of their relaxation and dynamics properties possible.

In our laboratory, ESR studies at D-band have investigated the structure, dynam-
ics, and other specific characteristics of PC and their local environment in various
biological'! and conductive!>! polymers. The main results for conductive polymers
are summarized in this chapter.

11,12

2. MAGNETIC PARAMETERS OF CHARGE CARRIERS IN
CONDUCTIVE POLYMERS

Trans-PA can be obtained by thermal, chemical, or electrochemical treatment of cis-
PA.'® Such a treatment leads to the increase of the polymer dc conductivity 64 from
~10"2upto 107> S cm ™! and is accompanied by the increase in spin concentration
from = 10'8 up to 10" spin g~! and by strong line narrowing.®

Numerous ESR studies of the nature, composition, relaxation, and dynamics of PC
in cis- and trans-PA were carried out at convenient 0,/2r < 10 GHz.® Figure 1 exhibits
the X-band (®./2n=9.7 GHz) ESR spectra of trans-PA as an example: a
single symmetric line with effective g=2.0026 and line width AB,, = 2.2 G. A small
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ESR line width broadening (0.5 G) was observed on cooling to 77 K, probably due to
a smaller libration motion of different parts of the polymer chains. The data obtained
have no simple interpretation because at this frequency it is impossible to discern the
difference between localized and mobile 7 -radicals with close magnetic parameters.

The increase of the frequency ®, leads to a change in the line shape, as shown in
Fig. 1a."""° Analysis of the spectra shows'? that two PCs are stabilized in trans-PA,
namely, neutral solitons pinned on short polymer chains with g, = 2.00283 and
g1 = 2.00236, and those moving along the long polymer axis with g = 2.00269 and
relative contributions of 1.1 x 10736 x 107> spins per carbon atom, respectively.
The latter value is two orders of magnitude smaller than that reported by Goldberg®.
By replacing hydrogen atoms with SR-groups (R is alkyl substitute), that is, the tran-
sition from trans-PA to poly(bis-alkylthioacetylene) (PATAC), causes a drastic
increase in the anisotropy of magnetic parameters of the polymer.>!

The g, value of trans-PA differs from g. by g — g. = 5% 10~*. According to a
perturbation theory,?” the shift of the g-factor is

_ g:P(OA

8y " 8= Mmoot (1)
where p(0) is the spin density at the nucleus position, A is the spin—orbit coupling
constant, AE, .+ and AE;_- are the energies of the unpaired electron n — * and
G — T* transitions, respectively. Therefore, the difference obtained corresponds to
an unpaired electron excitation from the G._ orbital to an antibonding t* orbital with
AEs_p« = 14 eV, which is near AE,_;« = 14.5 eV calculated for a normal C—C bond in
n-conducting systems.?? The isotropic g-factors of delocalized PC lies near to that of
the pinned one. This is evident from the averaging of the g tensor components of
delocalized solitons due to their mobility with the rate!

— B
D?DZ (g1 f;)HB 0 2)

that exceeds 10° rad s™! in trans-PA.

Figure 1b also exhibits a typical D-band ESR spectra of both neat and iodine-
doped PTTF sample with more pronounced anisotropic magnetic parameters.>*2
This polymer with methyl (Me) and ethyl (Et) substituents in which TTF units
with R = H, Me, or Et are linked via phenyl (PTTF-R-Ph) or tetrahydroan-
thracene (PTTF-THA) bridges is a p-semiconductor with dc conductivity G4, =
1074-107% S cm™.?6 The anisotropic ESR spectrum of localized PC R, in, for
example, PTTF-Me-Ph, is characterized by g-factors presented in Table 1. In addi-
tion, more mobile polarons R, with g, = 2.00928, g, = 2.00632, g, = 2.00210 also
appear upon polymer doping. The spectrum of PTTF-Et-Ph was analyzed in terms
of two contributions, of localized PC R; with magnetic parameters presented in
Table 1, and PC R, with a nearly symmetric spectrum and g.¢; = 2.00706 diffusing
along the polymer long axis with the rate (see Eq. 2) of D% =3 X 10'°rad s™'. The
main components of the g-tensor of PC R; localized in PTTF-THA are summarized
in Table 1 as well. The spectrum of delocalized PC R, have glﬁ = 2.00961 and
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gll = 2.00585 (R,). The concentration ratio [R;]/[R;] is 20:1 in PTTF-Me-Ph, 3:1 in
PTTF-THA, and 1:1.8 in iodine-doped PTTF—Et-Ph.

Polaron motion along the polymer chain induces interactions between electron
spins and between electron and proton spins, which depend on the frequency.?” The
line width of the ESR spectral components of polarons immobilized and delocalized in,
for example, PTTF-Et-Ph, increases from 2.8 to 3.8 G and then to 39 G, and from 10.2
to 11.5 and then to 175 G, when the microwave frequency increases from 9.5 to 37, and
then to 140 GHz, respectively, at room temperature.”* It is then possible to determine a
real line width of these PCs at the @, — 0 limit, 2.4 and 8.3 G, respectively.

Polythiophene and its derivatives, poly(3-alkylthiophenes) (P3AT), with sulfur in
the backbone are a suitable system for understanding the electronic and optical prop-
erties of Q1D systems with nondegenerate ground states.”® Normally, these com-
pounds are semiconductors, whose mid-gap is determined by the presence of the
m-orbital conjugation along the main polymer axis. The presence of polarons in poly-
thiophene and its derivatives was revealed by optical absorption measurements and
ESR spectroscopy.® At X-band ESR pristine PT and P3AT have a single symmetric
line with g = 2.0026 and AB,,, ~ 4-8 G, evidencing that the spins do not belong to a
sulfur-containing moiety and are localized on the polymer chains.?

The D-band ESR spectra of PT and P30T are more informative.?*** The D-band
ESR spectrum of P30T is a superposition of Gaussian and Lorentzian lines with the
anisotropic g-factor typical for PC in some other conductive polymers with het-
eroatoms.'> The main components of the g-tensor of PC in P3OT are presented in
Table 1. The structure of a polymer should affect the distribution of an unpaired
electron in polaron, changing the principal values of the PC g-tensor and hyperfine
structure. The lower limit of the polaron motion in P30T can be determined from the
shift of the g, and g, values compared to g,, by using Eq. 1 with A, = 0.047 eV to be
DY, >3.4x10°rads™".

In contrast to X-band ESR, the high spectral resolution achieved at D-band ESR
allows us to register the structure and/or dynamic changes in all spectral components
separately. Fig. 2 shows that the g, and g, values clearly reflect the properties of the
radical microenvironment. These values of the initial P30T decrease with the

Table 1. Principal g-Tensor Components g; and Averaged g-Factors of PC in
Conductive Polymers Determined from D-Band ESR at Room Temperature

Sample 8y 8y 8. <g>

PTTF-Me-Ph 2.01189 2.00544 2.00185 2.00639
PTTF-Et-Ph 2.01424 2.00651 2.00235 2.00770
PTTF-THA 2.01292 2.00620 2.00251 2.00721
P30T 2.00409 2.00332 2.00235 2.00325
PANI-SA 2.00603 2.00382 2.00239 2.00408

PANI-HSA 2.00522 2.00401 2.00228 2.00384
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Fig. 2. Temperature dependence of the line width of the main spectral components, and of the
squared shifts of g, and g, from g, = 2.00232 for P30T at D-band. From the top down, the
dashed lines show the dependences calculated from Eq. 3 with ABY, = 7.3 G, 0,, = 8.7 X
10Ms™1 E, = 0.014 eV, Jg = 0.30eV,ABY, = 123G, ), = 1.8 x 10Ms™ 1 E, = 0.022 eV,
Ji=029eV, and ABY, = 8.7 G, 0},,= 8.5 X 10"*s™ !, E, = 0.020 eV, J; = 0.27 eV. [From
Ref. 30(b) with permission.]

temperature decrease from 333 down to 280 K, possibly due to the transition to a
more planar conformation of the polymer chains. Below 280 K, these values increase
at the sample freezing down to 160-220 K, and then decrease with a further temper-
ature decrease. The decrease of g, and g, values at low temperatures can be explained
by a harmonic vibration of macromolecules that reflects the crystal-field modulation
and is characterized by the g(T) =< T dependence.?' At the same time, the line width
of the P30T spectral components increases with a temperature increase from 90 K up
to the phase transition characteristic temperature 7, = 200 K, and then decreases as
the temperature increases. This effect of the line width decrease below T, can be due
to molecular motion of alkyl groups and/or acceleration of relaxation processes. If
one assumes that molecular dynamics and/or electron relaxation lead to broadening
of the X, Y, and Z spectral components, the respective activation energies 3.6, 4.9,
and 4.3 meV are determined from the slopes of these dependences at 7> T..

The extremal variation of the line width can be interpreted in the framework of the
Houzé—Nechtschein model®? of dipole—dipole interaction between different PC.
According to this model, the collision of mobile PC with other spins should broaden
ESR lines as

_ 0 _
ABPP - ABpp + S(ABPP) -

16 Ko,
(DhopC (1 (Dhop ) (3)

27,
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where Ang is the line width of noninteracting polarons, Wy, is the frequency of the
polaron hopping along a polymer chain, C is the number of guest PC per aniline ring,
and J, is the constant of the spin dipole—dipole interaction in the system. If the ratio
Jy/h exceeds the frequency of collision of both PC types, the condition of strong inter-
action is realized in the system that leads to a direct relation of the spin-spin interaction
and polaron diffusion frequencies, so that lim[8(AB,,;,)] = 57 COhop. In an opposite
case, if the condition of weak interaction prevails, the result is an inverse dependence
of these frequencies, lim[8(AB, p) = % (C/(ohop)(Jd/b)z. According to the spin
exchange fundamental concepts,3* the extreme S(ABpp)(T) dependence should reflect
both types of spin—spin interaction, at T < T.and T = T respectively. An additional
plausible reason for line broadening can be higher spin localization with a temperature
decrease at T = T..

Assuming an activation character of the spin—spin interaction with activation
energy E,, when 0., = exp(-E,/kgT), the temperature dependence of the line widths
for the X, Y, and Z spectral components can be calculated from Eq. 3 with E, =
0.022, 0.020, and 0.014 eV, respectively (Fig. 2). The J4= 0.3 eV value obtained
exceeds the corresponding spin-exchange constant for nitroxide radicals with para-
magnetic ions, Jy = 0.01 eV.**

The data presented in Fig. 2.3 evidence that the correlation of line width with the
spin—orbit coupling according to the Elliot mechanism is %

T
oUg—ge)’
where G is the conductivity, o is the constant, g—g. & MAE; _p is the shift of the
g-factor, and T, is the electron scattering time. Such a mechanism plays an important
role in the charge transfer in organic ion-radical salts*® and conductive polymers
with pentameric rings.® Indeed, ABg,, Ag2 and AB,, Ag%, dependences are valid
for P30T at least at T = T,.. This means that different mechanisms affect the individ-
ual components of the P3OT spectrum, and that the scattering of charge carriers (see
below) should be governed by the potential of the polymer backbone.

PANI differs from other conducting polymers in several important aspects. In con-
trast to PA- and PPP-like polymers, it has no charge conjugation symmetry. Besides,
both phenyl rings and nitrogen atoms are involved in polymer conjugation. The rings
of PANI can rotate or flip, significantly altering the nature of electron—phonon inter-
action in this polymer. During doping of PANI or transition from its emeraldine base
form (PANI-EB) to emeraldine salt (PANI-ES), its conductivity increases by > 10
orders of magnitude, whereas the number of electrons on the polymer chains remains
constant in the PANI-ES.>”*! Such doping is accompanied by appearance of the
Pauli susceptibility,*®3? characteristic for classic metals, due to formation of high-
conductive completely protonated or oxidated clusters with a characteristic size of
~ 5 nm in amorphous polymer.*’ In some cases, diamagnetic bipolarons*' and/or
antiferromagnetic interacting polaron pairs,*> each possessing two elemental
charges, can also be formed in heavily doped polymer.

PANI-EB and PANI-ES doped with surfuric (PANI-SA), hydrochloric (PANI-
HCA), camphorsulfonic (PANI-CSA), 2-acrylamido-2-methyl-1-propanesulfonic

-1 _—
GOCABPP—

“
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(PANI-AMPSA), and p-toluenesulfonic (PANI-PTSA) acids up to y = 0.60 were
also studied in detail by multifrequency ESR.2>43-48

Figure 1 shows typical D-band ESR spectra of PANI-EB and PANI-ES samples.
The analysis of the data obtained showed that two types of PC are stabilized in PANI-
SA: polarons R, localized on short polymer chains, —(Ph-HN""—Ph)—, with
A=Ay = 4.5 G, A, =30.2 G, and g-factors presented in Table 1; and polarons R,
with g, = 2.00439 and g; = 2.00376 moving along the polymer chains with a rate
(see Eq. 2) D(I)D = 6.5 X 108 rad s~!. Assuming a McConnell proportionality con-
stant for the hyperfine interaction of the spin with nitrogen nucleus Q = 23.7 G,* a
spin density is estimated on the heteroatom nucleus of pn(0) = (A, + A, + A)/(30)
= 0.55. The lowest excited states of the localized PC were determined from Eq. 1 to
be AE,+ =29 eV and AEg = 7.1 eV at p%, = 0.56.° In PANI-HCA, R, also
demonstrates the strongly anisotropic spectrum with the principal components of the
g-tensor summarized in Table 1, and hyperfine coupling constant A, = 22.7 G. For
radicals R, g, = 2.00463 and g; = 2.00223.

Highly doped PANI,*4347:48 PT 29 PPP3! and other conductive polymers demon-
strate a Dyson-like®? spectra with the line asymmetry factor A/B (Fig. 1) due to the
formation of a skin layer on the polymer surface at D-band ESR. This effect was also
detected at /21 = 10 GHz.® The above line shape distortion is accompanied by its
shift to higher magnetic fields; therefore, in order to determine correctly all the mag-
netic parameters, both the A and D terms should be considered.

Generally, the first derivative of the Lorentzian line can be calculated as

dy 4 2x D 1—x2
aB 7 (1+x%)? (1+x%)?

®)

where x = 2(B-By) / \EAka. The line asymmetry A/B (see Fig. 1) correlates with A
and D coefficients of Eq. 5 as A/B = 1 + 1.45 D/A.

The PC stabilized in PT-BF has an axially symmetric D-band ESR spectrum with
g1 = 2.00412, g, = 2.00266, AB,,, = 15.2 G, AE r« = 4.0 eV, typical for a radical
localized on a polymer backbone (Fig. 1). The Cl1O} doped PT is characterized by g
= 2.00230, g, = 2.00239, AB,, = 26.3 G, and AEg p« = 7.1 eV.”

As the doping level y of PANI-SA exceeds 0.21, the g-factor of PC R, becomes
isotropic and decreases from gz, = 2.00418 down to g;,, = 2.00314. This effect is
accompanied by a narrowing of the R, ESR spectrum, and was explained by a depin-
ning of Q1D spin diffusion along the polymer chain and formation of the areas with
high spin density in which a strong exchange of spins on neighboring chains occurs.
This is in agreement with the assumption*’ of formation in amorphous PANI-EB of
metal-like domains with Q3D delocalized electrons.

Doping of conducting polymers leads to the increase of the paramagnetic susceptibil-
ity, . This parameter consists of the temperature-independent Pauli susceptibility of the
Fermi gas Yp, a temperature-dependent contribution of localized Curie PC Y, and the
term g1 “becoming” due to a possible singlet—triplet spin equilibrium in the system,

N2 —Jlk :
sueff kl |: eXP( BT) ] (6)

X =Xp+ Xc + XsT = NAM%ﬁn(S}:) + SkBT + ? 1+ SGXp (_J/kBD
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where N, is the Avogadro’s number, Ny is a number of spins with S= %, Uetr=Hpg
\S(S+1) is the effective magneton, kg is the Boltzmann constant, n(eg) is the density
of states per unit energy (eV) for both spin directions per monomer unit at the Fermi
level &g, N, /3kgy=C is the Curie constant per mol-C(mol-monomer) ', k; is a con-
stant, and J is the antiferromagnetic exchange coupling constant.

For example, PC in PANI-SA demonstrates the extreme temperature dependence
of the effective paramagnetic susceptibility (Fig. 3). As in the case of polyaniline
perchlorate,> this indicates a strong antiferromagnetic spin interaction due to a
singlet—triplet equilibrium included in the total paramagnetic susceptibility. Indeed,
Fig. 3 shows that the paramagnetic susceptibility experimentally determined for the
PANI-SA samples is well reproduced by Eq. 6 with /= 0.051 eV. The J value is
close to that obtained for the ammonia treated PANL>* Note that n(gg) = 0.9-1.4
states per electroviolet per one ring determined for PANI-SA, is consistent with the
value determined earlier for PANI heavily treated with other dopants.’>® With
assumption of a metallic behavior, one can estimate that the energy of Np Pauli
spins,”® ep = 3Ny/2n(gg), for example in PANI-ES with 0.21 =y = 0.53, will be
0.1-0.51 eV.** This value is close to that (0.4 eV) obtained, for example, for PANI-
CSA .37 From this value, the number of charge carriers with mass m, = m, in heavily
doped PANI-SA, N, = (2m ex/B*)*?/37>° is evaluated to be 1.7 X 10>' cm 3. The
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Fig. 3. Temperature dependence of inverse paramagnetic susceptibility and 7 product (inset)
of PANI-SA samples with different doping levels. Upper and lower dashed lines show
the dependences calculated from Eq. 6 with, respectively, xp = 3.1 x 103 emumol !, C= 1.2
x 1072 emu K mol ™!, k; =4.2 emu K mol™!, J=0.051 eV, and yp = 1.4 x 1073 emu mol ',
C=1.6x10"2emu K mol ™!, k; =48.6 emu K mol™!, J = 0.057 eV. [From Refs. 12(b) and
45(a) with permission.]
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value obtained is close to a total volume spin concentration in PANI-SA. This fact
leads to the conclusion that all PC take part in polymer conductivity. For heavily
doped PANI-SA samples, the concentration of spin charge carriers is less than that of
spinless ones, due to the possible collapse of pairs of polarons into diamagnetic bipo-
larons. The velocity of the charge carrier near the Fermi level, ve=2c,p/mn(gg),>® can
then be calculated, vi = (3.3-7.2) x 10’ cm s~ !. Note that the paramagnetic suscep-
tibility depends weekly on the measuring frequency; therefore this parameter for
other conductive polymers is discussed only in general terms.

3. RELAXATION AND DYNAMICS OF CHARGE CARRIERS IN
SLIGHTLY DOPED CONDUCTIVE POLYMERS

The line width of mobile PC in PANI-AMPSA, ¢ depends on ®.: AB,,(®,) = 1.5 +
6.5 x 10w %84 G at room temperature. As in the case of other polymers, it is possi-
ble to estimate a correct line width at the @, — 0 limit and to reveal the dependence
of spin—spin relaxation time on the microwave frequency. As emphasized above, the
cross-relaxation between spin packets decreases drastically at high magnetic fields
and causes saturation at lower values of B;. This effect can be used for the study of
relaxation and dynamics parameters of PC in different solids,'' conducting polymers
among them.'?
Generally, the first derivative of a dispersion signal U is>®

U(wt) = ulg'(me)sin(met) + urg(®,)sin(w.t — ) + urg(wy)sin(w.t £ mw/2) (7)

where u,, u,, and usy are, respectively, the in-phase and quadrature dispersion terms
with g(®,) shape.

Figure 4 shows changes of in-phase and quadrature terms of the dispersion signal
of PC in cis-PA at different B; values and in P30T at different temperatures. The
relaxation times of adiabatically saturated PC in these and other m-conductive poly-
mers can be determined separately from the analysis of the u; terms of Eq. 7 as'®

3m,(1 + 6Q)
1T Q0 + Q) (8a)
Q
L= om (8b)
(here Q = us/uy, By, is the polarizing field at which the condition u; = —u, is valid)
at 0,77 > 1 and
Ty
T\ = Somi (%)
Tty
T; = 20mu;, + 1uy) (%9b)

at o, 7) < 1.
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Fig. 4. The D-band in-phase and m/2-out-of-phase dispersion ESR spectra of cis-PA regis-
tered at different B; values and room temperature, and for P3OT registered at different tem-
peratures and By = 0.2 G (6). [From Refs. 12(b) and 30(b) with permission.

The inequalities w,,T; > 1 and ,, 7} < 1 hold for cis- and trans-PA, respectively,>
therefore their 7 and T, values can be calculated by using Eq. 8 and 9, respectively.
Fig. 5 exhibits these parameters for solitons in frans-PA with randomly oriented and
with partly stretch-oriented polymer chains as a function of temperature and the
angle y between the external magnetic field B, and the stretching directions. Figure
5 shows the field sensitivity of the relaxation parameters of solitons that can be
explained by the depinning of their motion in trans-PA film.

Such spin diffusion along and between polymer chains, respectively, with coeffi-
cients Djp and D;p (where 1D =one dimensional and 3D =three dimensional)
induces an additional magnetic field onto other electron and nuclear spins and, there-
fore, should accelerate both the relaxation times of the whole spin reservoir.
Dipole—dipole interaction between equal spins prevails in conductive polymers, so
the relaxation rates can be calculated as?*%°

T = (Aw?) [2J(w,) + 8J(20,)] (10a)
T; ' = (Aw?) [3J(0) + 5J2w,)] (10b)

where <Aw?> is the averaged constant of dipole—dipole spin interaction in a powder-
like sample and J(®,) = (2D;p0,) "% at D3p = w, = D;p or J(®,) = (2 D;pD3p) 7
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Fig. 5. Temperature dependence of effective spin—lattice 7} and spin—spin 7, relaxation times
calculated from Eqgs. 8 as well as of intrachain D and interchain Djp, diffusion rates calcu-
lated from Eq. 10 for neutral solitons diffusing in trans-PA along and between randomly ori-
ented chains and chains oriented with their c-axis with respect to an external magnetic field by
v =900, 60° 30°, and 0°. [From Refs. 12(b) and 61 with permission.]

at 0, = Dj;p is the spectral density function for a spin motion in a Q1D system. These
equations become more complex in the case of an oriented polymer system.

Fig. 5 displays the temperature dependencies of the D and D;p coefficients
calculated for the soliton diffusion in trans-PA with randomly oriented and partly
stretch-oriented chains. This figure shows that, as in the case of relaxation parame-
ters, both the 1D and 3D diffusion rates are sensitive to the orientation of the polymer
chains in an external magnetic field due to soliton diffusion in this Q1D system. The
D p(v) function for an oriented sample is opposite to the D3p(\) one. Since the main
c-axes are arbitrarily oriented in an initial frans-PA, these values are averaged over
angle . Moreover, the averaged D;p, value is well described by the equation <D;p>
= Dj;,cos®y + DI sin®y, where D;y and DY, are the extremes of the Dp() func-
tion. Thus, Dy, >> D! inequality displays spin delocalization over N; soliton sites
equal to v’m_“ The analysis of the data presented in Fig. 5 gives Ny(T) o< T'0
temperature dependence for the soliton width and 2N, = 14.8 cell units at room tem-
perature. This value is in good agreement with that theoretically predicted* and
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experimentally obtained.®? Extrapolation to the low temperature range allows us to
suppose the lowest T, = 60 K, where the soliton width starts to increase. Krinichnyi
et al.%! have shown that a soliton in trans-PA is transferred according to the Burgers—
Korteweg—de-Vries theory, which described a dynamics of solitary wave in solids.

The ac conductivity of a conductive polymer due to dynamics of N, spin charge
carriers can be calculated from the modified Einstein relation

2 2
Ne“D) 3p¢1 3D

o13p(T) = kT

1D
where ¢, is the appropriate lattice constant.

Figure 6 exhibits the conductivity due to intra- and interchain soliton diffusion in
slightly iodine-doped trans-PA. The intrachain charge transfer was analyzed®® in
terms of phonon-assisted spin hopping between soliton sites, in the framework of the
Kivelson phenomenological model,%* with predicted conductivity

—1 klwe *
Gue(T) = oo T In ToFT (12)

where k; is constant. The fitting of experimental data by Eq. 12 confirms the applicabil-
ity of the Kivelson theory for the explanation of charge transfer by soliton in trans-PA.
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Fig. 6. Temperature dependence of conductivity 6,p and G3p due to soliton motion in slightly
doped trans-PA and polaron motion in laser-modified PATAC. The dependences calculated
from Eq. 12 with 65=2.8x 10713 S s K cm™!, k; =6.6 x 10'* s K42, and n = 13.2 (upper
dashed line), Eq. 15 with 65 =2.9x 107 S K cm™! and Tm)ph = 0.18 eV (lower dashed line),
Eq. 14 with 6, = 6.5 x 1072 S s (K cm)~! (dash—dotted line), and Eq. 13 with 6, = 3.3 x 10713
S's (em K)!' (T<230 K), 6, =5.2x 10717 S s (cm K)™! (T > 230 K) and E, = 0.055 eV
(dotted line) are shown as well. [From Refs. 12(b) and 21(b) with permission.]
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One can expect that the interchain charge transfer be caused by thermal activation
of a soliton to the band tails; therefore®

0,(T) = 6oTo! ex ( Ea ) (13)
ac 0 eCXp | — kBT

Here, 71is a constant that lies normally near 0.3-0.8 for solids and E, is the energy
for activation of charge carrier to extended states. It was deduced®® that these two val-
ues of, for example, poly(3-methylthiophene), correlate as y = 1 — okgT/E, with o0 =
land E, = 0.18 eV.

Analysis of data obtained for trans-PA has shown, however, that its conductivity
follows Eq. 13 at a too small value of E,. For a better explanation of experimental
data, the pair approximation®” for Q3D charge hopping appeared more suitable.
According to this approach, the charge tunneling between random energy electron
potential wells governs the ac conductivity,

1 \ @
0u(T) = 5 ne’kgTn*kg(ep) (L o, In* (E) =o,T (14)
where <L> is the averaged length of charge wave localization function and ®y is a
hopping frequency.

The comparison of the dependences experimentally obtained and calculated by
using Eq. 14 provide evidence for charge tunneling transfer in trans-PA (Fig. 6).

The relaxation and electron dynamics properties of this polymer are changed suf-
ficiently as a hydrogen atom is replaced by a sulfur-based alkyl group. Such substi-
tution leads to the stronger temperature dependence of relaxation times in
laser-modified PATAC as compared with trans-PA.?!

Figure 6 also shows the contribution of both 1D and 3D polaron motions to the ac
conductivity of the laser-modified PATAC. Its intrachain conductivity 6;p was inter-
preted in terms of the model of the charge-carrier scattering on the lattice optical phonons
proposed by Kivelson and Heeger for metal-like clusters in conjugated polymers,®

{2 |

Gao(T) = 0oT | sinh| —— |—1 (15)
kgT

where ®,, is the angular frequency of the optical phonon.

The 6,p(7T) and 63p(7) dependences obtained for PATAC are fairly well fitted by
equation 15 with hwy, = 0.18 eV and Eq. 14 with E, = 0.061 eV, respectively
(Fig. 6). The break in the o3p(7) curve can be attributed to a change in the confor-
mation of the system. The energy necessary for the charge-carrier activation hopping
between polymer chains is close to the energy of activation of the polymer chain
librations (see below). This fact is evidence of the interference of charge transfer and
macromolecular dynamics processes in the polymer.

Figure 7 shows the temperature dependence of the relaxation times of polarons in
P30T determined from its dispersion spectrum terms presented in Fig. 4; of the spin
diffusion constants Dp and Dsp; and of the conductivity due to polaron mobility
along 6, and between o, polymer chains.>°
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Fig. 7. Temperature dependence of the spin—lattice T}, spin—spin 7, relaxation times, intra-
chain D, and interchain D5y, diffusion rates (inset) of polarons in P30T and appropriate terms
of its ac conductivity. The dashed line shows the dependences calculated from Eq. 15 with &,
=55X108Scecm™ 'K !and hay, = 0.13 eV. The dotted line shows the dependence calcu-
lated from Eq. 13 with oy = 9.1 X 107" Ss¥em™ ' K™!, oo = 2.1, E, = 0.18 V. [From Ref.
30(b) with permission.]

The D,p value exceeds the lower limit of the spin motion D?D by more than one to
two orders of magnitude; however, the D;p value obtained lies near D = 2.1 X
10'% s7! evaluated from the charge-carrier mobility in slightly doped P30OT.”® The
anisotropy of spin dynamics Dp/Dsp increases from 6 at 300 K up to 2500 at 200 K
and up to 3.8 x 10® at 100 K. This leads to the respective increase in the anisotropy
of conductivity 6,p/G3p from 15 up to 6.8 x 10%, and then up to 1.0 x 10°.

As for the PATAC sample, the charge transfer along the chains in P30T is charac-
terized by the strong temperature dependence, especially in the low-temperature
region (Fig. 7). Such behavior is usually associated with the scattering of charge car-
riers on the optical lattice phonons. Indeed, the intramolecular ac conductivity is in
good agreement and follows Eq. 15 with hwy, = 0.13 eV. This value is close to that
obtained for laser-modified PATAC and also for PANI-ES (see below). On the other
hand, the interchain conductivity o3 increases with the temperature increase at
T = 200 K, and then slightly decreases at higher temperatures. This is typical for the
systems with a strong coupling of the charge with the lattice phonons. The 7y value in
Eq. 13 was shown® to depend on the activation energy, E,, of polaron transfer
between P3AT chains, so one can use this approach for the explanation of the 3D
conductivity in the P30T sample as well.

Figure 7 shows that the 63 term of conductivity of P30T is well fitted by Eq. 13
with oo = 2.1 and E, = 0.18 eV. The latter value is close to that determined for poly
(3-methylthiophene)® and also to the energy of lattice phonons in P30T determined
above.
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Relaxation and dynamics properties of charge carriers depend not only on the
polymer structure, but also on its doping level. The temperature dependence of effec-
tive Dp and D;p calculated from Egs. 10 for PC in PTTF samples with different
structure and iodine content are shown in Fig. 8.'2?%2 The D, parameter increases
by two orders of magnitude at the transition from PTTF-Et-Ph to PTTF-THA and to
PTTF-Me-Ph samples, due probably to a more planar conformation in the chain
monomer units or crystallinity in this series.

The 6;p and 65 conductivity terms of these PTTF samples are presented in Fig. 9
as a function of temperature. It is seen that the most acceptable intrachain charge
transfer can be suggested in terms of the Kivelson—Heeger theory of spin—phonon
interaction. Figure 9 shows that ac conductivity of the PTTF-Et-Ph and both of the
PTTF-THA samples are really fitted by Eq. 15. The 65p value of the PTTF-Me-Ph,
sample monotonically decreases with a temperature decrease. On the other hand, this
value of PTTF-Me-Ph with y = 0.05, somewhat increases at the sample cooling from
room temperature down to 7, = 180 K and then decreases on further cooling of the
sample (Fig. 9). Such dependence can be explained by the thermally activated inter-
chain polaron hopping in conduction band tails with activation energy E,.
Temperature dependences of conductivity due to such spin motion calculated from
Eq. 13 are shown by dotted lines in Fig. 9. The 63 value increases in PTTF when the
Ph group is replaced by THA where THA =tetrahydroanthracene (i.e., PTTF-THA
is PTTF in which THF units are linked via tetrahydroanthracene bridges). This fact
allows us to conclude that the structure of a polymer governs the polaron mobility
and anisotropy of its transfer in PTTF.
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Fig. 8. Temperature dependence of the effective intrachain D;p and interchain D;p polaron
diffusion rates in iodine-doped PTTF samples with different doping levels, determined from
Eqgs. 10. [From Refs. 12(b) and 24 with permission.]
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Fig. 9. Temperature dependence of ac conductivity of iodine-doped PTTF due to intrachain
and interchain spin motion, calculated from Eq. 11 using data presented in Fig. 8. From the
top down, dashed lines show o,(7) calculated from Eq. 15 with 6, = 42x 1077 S cm™!
and hoy, = 0.11 eV, 65 = 2.0x 107> S cm ™! and hoy, = 0.025 eV, and 6, = 4.1 X 107 S

m~! and ho,, = 0.024 V. Top to down dotted lines show 63p(7) calculated from Eq. 13 with

6o =27 X10"7SK lem™!s, 00 = 0, E —0052eV 6o =19x107YSK lem™!s, 00 = 0,
E, —0007 eV; 6, =1.6x107" S Klem™'s, o =0, E, = 0.09 eV; 6, = 1.1 X 1071* S
Klem™'s,=32,E,=0.14eV;6,=54 X107 SK 'em™'s, 0. = 2.1, E, = 0.12 eV;
6o=16XxX10"S K 'em™'s, o = 1.1, E, = 0.16 eV as well. [From Refs. 12(b) and 24
with permission.]

The Fermi velocity vg in PTTF samples is near 2 X 107 cm s~ !. The mean free
path /; of a charge was determined for the PTTF samples to be [; = v,pcipVE! =
1072-10~* nm at room temperature, and J; is less than the lattice constant a; therefore
the charge transfer is incoherent in such a Q1D metal-like polymer.

The temperature dependences of effective Dp and Dsp calculated from Eqgs. 10
for both types of PC in the PANI-EB and some slightly doped PANI were also
determined (Fig. 10).23#4548 It seems reasonable that the anisotropy of the spin
dynamics, being maximal in PANI-EB, decreases as y increases. For y = 0.21 the
dimensionality of PANI-ES grows and the spin motion tends to become almost
isotropic. This result disagrees with the results’! obtained at lower ®,, which con-
cluded that there was high anisotropy of the spin dynamics in highly HCA-doped
PANI even at room temperature.

The strong temperature dependence of the D;p of PC in PANI-EB is a result of
multiphonon charge hopping processes due to strong spin—lattice interaction. In con-
trast to undoped trans-PA, a small number of charge carriers exists even in the
emeraldine base form of PANI. For this reason, a charge dynamics in the polymer can
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Fig. 10. Temperature dependence of effective coefficients for intrachain D;p and interchain
Dj;p polaron diffusion in the PANI-EB and slightly SA- and HCA-doped PANI samples. [From
Refs. 12(b), 44(b), and 45(a) with permission.]

also be considered in terms of the Kivelson formalism® of isoenergetic interchain
charge transfer. Figure 11 shows that the experimental data for 6, of the initial PANI
sample is well fitted by Eq. 12 with n = 8.5. This approach is not evident for PANI
doped up to 0.01 =y = 0.03, with a flatter temperature dependence. The model of
charge-carrier scattering on optical phonons in metal-like domains seems to be more
convenient for explaining the conductivity behavior.

As seen in Fig. 11, the 6)p(7) dependence, for example, the slightly doped PANI-
SA, is also fairly well fitted by Eq. 15 with hw,, = 0.1 eV. This value lies near the
energy (0.19 eV) of the polaron pinning in heavily doped PANI-ES.”?> The strong
temperature dependence O3p of the initial sample can then be interpreted in the
framework of the model of the activation charge transfer between the polymer chains
described by Eq. 13, with E, different for low- and high-temperature regions (Fig. 11).
The respective interchain charge transfer in these polymers occurs with E,=0.1 eV
(Fig. 11).

Spin—lattice and spin—spin relaxation times measured by the saturation method at X-
band ESR for the PANI-PTSA withy = 0.5are T; = 1.1 x 10 "sand 7, = 1.6 x 108
s.%® For polarons, diffusion along and between polymer chains in this highly doped
polymer, D;p = 8.1 x 10" rad s™! and D5, = 2.3 x 10% rad s/, should be evaluated
from Egs. 10. The value D,p/Dsp, =~ 10* substantially exceeds the value Dp/Dsp = 50
obtained for highly doped PANI-HCA.”! The corresponding terms of conductivity due
to possible polaron mobility calculated from Eq. 12 are 6;p =29 S cm™! and
O3p =24x103Sem™ L.
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Fig. 11. Temperature dependence of the ac conductivity due to polaron motion along 6 and
between G3p polymer chains in PANI-EB and slightly SA-doped PANI samples. The lines
show the dependence calculated from Eq. 12 withoy = 4.5 X 107" SK 'sem ™, &y = 3.1 X
1025 K23, and n = 8.5 (upper dashed line), from Eq. 15 with oy = 3.95 X 107°Scm ™! K™!
and hoy, = 0.12 eV (upper dash—dotted line), 65 = 1.75 X 107® S cm™! K™! and hu)ph =
0.11 eV (upper dotted line), and from Eq. 13 with 6, = 8.2 X 1072 § K™ 's%¢cm™! and
E, = 0.033 eV (low-temperature region) and 6, = 3.9 X 1072 S K™ 's"%cm™! and E, = 0.41
eV (high-temperature region) (lower dashed line), o, = 4.5 X 107'* S K~ 's"%cm™! and
E, = 0.10 eV (lower dash—dotted line), 6, = 3.1 X 10713 S K™ 's*%cm™! and E, = 0.10 eV
(lower dotted line). [From Ref. 44(b) with permission.]

Note, however, that the steady-state saturation method used to obtain relaxation
parameters of PC in lightly doped polymers reveals serious limitations for the study
of spin dynamics in highly doped polymers, as seen below.

4. CHARGE TRANSFER IN HIGHLY DOPED CONDUCTIVE POLYMERS

The saturation of spin packets in highly doped polymers decreases significantly due
to the increase in spin—spin and spin—lattice interactions. In the ESR spectra of such
samples, the Dysonian term normally appears due to the formation of a skin layer
with thickness 8. In contrast with the classic ESR signal, the Dyson-like spectrum
shape “feels” both the spin polarons and the spinless bipolarons diffusing through a
skin layer. It is possible to determine the intrinsic conductivity G,. of the sample
directly from its Dysonian ESR spectrum. If the skin—layer is formed on the surface
of a spherical powder particle with radius R, the coefficients A and D in Eq. 5 can be
determined from Egs. 16,73
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where p = 2R/8, 6 = V2/u,®.0,.» and W is the magnetic permeability for vacuum.
Figure 12 exhibits the temperature dependence of the ac conductivity of some doped
PANI samples determined from their Dysonian D-band ESR spectra using Eqs. 5 and
16. The shape of the temperature dependence demonstrates nonmonotonous tempera-
ture dependence with a characteristic point 7, = 170-200 K. Such a temperature depend-
ence can be a result of two parallel processes: the above-mentioned tunneling of charge
carriers at T = T, (the semiconducting regime), and their interaction with lattice

phonons at T = T, (the metallic regime), as described by Eqs. 14 and 15, respectively.
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Fig. 12. Temperature dependence of ac conductivity determined from Dysonian ESR spectra
of doped PANI-ES. Top to down dashed lines show the dependence calculated from Eq. 14
with 65 =24.9 S (K cm)~! and from a combination of Eqs. 14 and 15 with, respectively,
op, =147Sem ' K™, 65, =2.1x1072Secm ! K™/, and hwy, = 0.12 eV; 65, = 0.86 S
em™ K™, 00, =43%x1072S em™!' K™!, hoy, = 0.087 eV; 65, = 0.48 S em™! K7,
Gp,= 85X 1073 Scm ™' K™!, haoy, = 0.049 eV; 65, = 0.41 Scm™' K™, 69, = 5.7 X 1072
Sem 'K, hay, = 0.052 V. [From Refs. 12(b), 44(b), and 45(a) with permission. ]
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Figure 12 shows that the experimental G,. values obtained for PANI are well fit-
ted by a combination of Egs. 14 and 15. The energy of lattice phonons hwy, deter-
mined for highly doped PANI-ES lies near (0.066 eV) evaluated from data obtained
by Wang et al.”* The constant of charge carrier diffusion along the chains of PANI-
SA and PANI-HCA, D\, = o,/e’n(ep)ciy, = (0.5-1.1) X 10" rad s™!, exceeds at
least by an order of magnitude the D;p determined above for slightly doped samples
at room temperature. The mean free path was calculated for the highly doped PANI-
ES to be 0.5-6 nm. This value is smaller than that estimated for oriented trans-PA,%
but holds, however, for extended electron states in these polymers as well.

An intrinsic conductivity determined for the highly doped PANI-PTSA sample at
T = 170 K is described by Eq. 15 with hw,, = 0.022 eV (Fig. 12). The value cal-
culated at 300 K, 1.3 X 103 S cm™!, exceeds the 6, and o5, values assessed above,
and indicates that the saturation method cannot be applied for the study of spin
dynamics in highly doped polymers.

The conductivity of heavily doped PANI-SA, PANI-HCA, and PANI-PTSA esti-
mated from their Dysonian ESR spectra is much smaller than that of =107 S cm™!
calculated theoretically;75’76 however, it is near that obtained for metal-like domains
in PANI-ES at 6.5 GHz.”®

The data obtained allows us to conclude that highly doped PANI-SA and PANI-
HCA are Fermi glasses with electronic states localizes at the Fermi energy due to dis-
order, whereas PANI-TPSA and PANI-CSA are disordered metals on the
metal-insulator boundary, so that the metallic quality of the emeraldine form of
PANI grows in the series PANI-HCA — PANI-SA — PANI-PTSA — PANI-CSA.

5. HIGH-FIELD SATURATION TRANSFER ESR METHOD IN THE
STUDY OF CONDUCTIVE POLYMERS

An additional advantage of D-band ESR is that it offers the opportunity to investigate
the macromolecular mobility in conductive polymers with PC interacting with
heteroatoms and, therefore, possessing anisotropic magnetic parameters. Such
motion is a priori realized with correlation times in the range of 1073 > 1, > 1077
s.”7 The most sensitive to such molecular motions are the 7t/2-out-of-phase first term
of the first harmonic of dispersion and second harmonic of absorption spectra.
According to the saturation-transfer ESR (ST-ESR) method,” if all radicals rotate
about their own x-axis, the conditions of adiabatic saturation are fulfilled for some of
the radicals oriented by the x-axis along the external magnetic field B, and cannot be
realized for radicals with other orientations. This results in the elimination of the sat-
uration for radicals whose y and z axes are oriented parallel to the field B and in the
decrease of their contribution to the total ST-ESR spectrum.

It was demonstrated' 1278 that all terms of anisotropic magnetic parameters of sta-
ble organic radicals are registered separately at D-band ESR. In contrast with the
nitroxide radical usually used as a spin probe or label in condensed systems, the native
polaron with anisotropic magnetic parameters becomes itself a stable spin label.
Therefore, the nearest environment of such PC remains undisturbed and the results
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obtained on structure or spin and molecular motion become more accurate and com-
plete. Besides, the sensitivity of the method increases with m,,”*% so it can be used
more efficiently in the study of macromolecular dynamics in conductive polymers at
D-band ESR. By measuring ESR at this frequency, where both dispersion terms of PC
are localized on the polymer chain, it is possible to determine separately the relaxation
times (see above) and the correlation time of anisotropic activation motion with a chain
near, for example, the main molecular x-axis from the following simple equation,'?

E
v=1, <u§/u§)a = 7, exp (ﬁ) (17

where o is a constant determined by an anisotropy of the g-factor and E, is an
activation energy of the radical motion near a specific molecular axis. The preexpo-
nential factor TJ, is the lowest limit for the correlation times in a respective polymer
matrix.

From Fig. 4, it is seen how the relative intensity of the m/2-out-of-phase term of
D-band ESR dispersion spectra of P3OT changes with temperature. The increase of the
spectral X-component u with increasing temperature shows the appearance of such
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Fig. 13. Arrhenius dependence of correlation times for superslow librations near the polymer
main x-axis of polarons R localized on polymer chain segments in some conductive polymers
evaluated from their ST-ESR spectra (inset). In the inset, the typical n/2-out-of-phase disper-
sion spectra registered at 100 K (solid line) and 200 K (dashed line) are shown. The depend-
ence calculated from Eq. 17 is shown by a dotted line. [From Refs. 12(b), 21(b), 24, 30(b), and
45(a) with permission.]
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saturation transfer over the spectrum due to superslow macromolecular libration dy-
namics. The Arrhenius dependence of 1} determined from Eq. 17 for such motion in
different conductive polymers is presented in Fig.13.

The value deduced for P30T decreases with a temperature increase up to 7, = 150
K and then increases above this critical temperature. Note that Masubuchi et al.®!
observed the proton nuclear magnetic resonance ('H NMR) T temperature depend-
ence with the same critical temperature. This result was attributed to the motion of the
alkyl chain end groups. The dependences obtained can be interpreted in the frame of
the superslow 1D libration of the polymer chains together with polarons near their
main x-axis at low temperatures for T = T, whereas their high-temperature part can
be explained by the collective 2D motion at T = T, with E, = 0.069 eV. Treatment of
this polymer by annealing and by both recrystallization and annealing leads to lower
(0.054 eV) and higher (0.073 eV) E, values, respectively.*°

The energy of activation also depends on the structure and the doping level of a poly-
mer. For example, the values obtained for PANI-EB, laser-modified PATAC, iodine
doped PTTF-Me-Ph, PTTF-Et-Ph, and PTTF-THA from the data summarized in Fig.
13 and Eq. 17 are 0.015, 0.043, 0.036, 0.021, and 0.041 eV, respectively. Slight doping
of an initial PTTF sample doubles the activation energy of macromolecular librations.
The E, values obtained at D-band ESR are comparable with those determined for inter-
chain charge transfer in doped PTTF at a lower measuring frequency,” indicating the
interaction of pinned and mobile polarons in this polymer matrix. The upper limit for the
correlation time registered by the ST-ESR method is 4 X 10™*s at 66 K for P30T and
1 X 10~*s for PTTF-Me-Ph and PANI-EB at 75 and 125 K, respectively.

6. HIGH-FIELD SPIN PROBE METHOD IN THE STUDY OF
CONDUCTIVE POLYMERS

In some conductive polymers, pairs of polarons can merge into spinless bipolarons.®
In this case, the method of spin—label and probe,3>83 especially at D-band ESR,'!
seems to be more effective for the study of their structure and dynamics.

The X- and D-band absorption ESR spectra of a nitroxide radical, 2,2,6,6-tetram-
ethyl-1-oxypiperid-4-yl acetic acid, introduced as both a probe and dopant in PP and
as a probe in a frozen nonpolar model system, are shown in Fig. 14.3* The X-band
ESR single line of PC (R) stabilized in PP overlaps the lines of nitroxide radical rotat-
ing with correlation time T, > 1077 s~ !,

The D-band ESR spectra of these model and modified polymer systems are more
informative (Fig. 14). At this waveband, all terms of g- and A-tensors of the probe are
completely resolved. Nevertheless, the asymmetric spectrum of radicals R stabilized
in PP with magnetic parameters gﬁ = 2.00380, gli = 2.00235, and ABpp =57Gis
registered near the z component of the probe spectrum. In nonpolar toluene, the
probe is characterized by g, = 2.00987, g, = 2.00637, g,=2.00233, A, = A, = 6.0
G, and A, = 33.1 G. The difference AgR = 1.45 x 10~ corresponds to an excited
electron configuration in R with AE;« = 5.1 eV. In conducting PP, the g, value of the
probe decreases to 2.00906 and its x- and y-components become broadened by 40 G
(Fig. 14). In addition, the shape of the probe spectrum shows the localization of PC
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Fig. 14. Both X- and D-band ESR absorption spectra of a nitroxide radical in frozen (120 K)
toluene as a spin probe (dotted line) and in conductive PP (solid line) as a dopant and spin
probe. The anisotropic spectrum of localized PC marked by the symbol R and measured at a
smaller amplification is also shown in the lower spectrum. The bipolaron spreads out over a
larger number of units than shown schematically in this figure. [From Refs. 12(b) and 84 with
permission.]

R in the polymer pocket of 1 nm-size, that is, the charge in this polymer is really
transferred by spinless bipolarons.

The fragments with a considerable dipole moment are a priori absent in an initial
PP. Besides, the dipole—dipole interactions between the radicals can be neglected due
to a low concentration of the probe and PC localized on the chain. Therefore, the
change in the probe’s magnetic resonance parameters may be caused by a Coulombic
interaction of the probe active fragment with mobile spinless bipolarons. The effec-
tive electric dipole moment of bipolarons diffusing near the probe was determined
from the shift of the g, component to be [1,=2.3 D. The shift of g, may be calculated
based on the electrostatic interaction of the probe and bipolaron dipole by using the
potential of the electric field induced by the bipolaron near the probe site, 38

_ 6.10_3erN0kBT

Ag, = i (x coth x—1) (18)
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where ryg is the distance between N and O atoms in the probe active fragment, I is the
resonant overlapping integral of the C=C bond, L, is the dipole moment of the probe,
x = 2u,l,(meeoks 7)1, € and g, are the dielectric constants for PP and vacuum,
respectively, 7 is the distance between the nitroxide radical and the bipolaron. The value
of ¥ = 0.92 nm is obtained by using p, = 2.7 D,¥ p, = 2.3 D, and ryo = 0.13 nm.*

The effective spin—spin relaxation rate T ' = T + T, is defined by relaxation
of radicals not interacting with the environment, Tg(})), and the increment due to
dipole—dipole interactions, TQ&)) = Y.0(AB}3). The characteristic time 7. of such an
interaction was calculated from the broadening of the spectral lines using Eq. 10b with
J(®,) = 21/(1 + w312) to be T, = 8.1 x 10! 5. The value is close to the time of
polaron hopping between chains, Ty, = 1.1 x 1071° s estimated for slightly doped PP.3
Taking into account that the average time between the translating jumps of charge car-
riers is defined by the diffusion coefficient D and by the average jump distance equal to
a product of lattice constant c¢;p on the half-width of the bipolaron N/2, 1. = 1.5
(cTpNg,/D, and by using D = 5x 10~* cm*s ™" typical for conductive polymers, it is
possible to determine (c;pNyp) = 3 nm, equal approximately to four pyrrole rings.

By measuring at D-band, all anisotropic magnetic parameters of organic PC allows
us to determine the subtle features of structure, conformation, dynamics, and polarity
of the PC microenvironment in different condensed systems.'!"'>78 At this waveband,
the correlation times of radical rotation near the main axis can be defined separately
from the broadening of corresponding spectral components 8(AB;). Krinichnyi et al.38
showed that the method of spin macroprobe can be used for more detailed investiga-
tions of the polymer systems in solution. The method is based on the analysis of
simultaneous rotation in the system under study of both the nitroxide radical as a spin
microprobe and a single microcrystal of a suitable ion-radical salt as a spin macro-
probe. The macroprobe tends to orient the main crystal axis along the direction B to
attain the minimum energy of spin interaction with the magnetic field. Such a reori-
entation process is easily registered by its ESR line shift to lower magnetic fields.

The inset in Fig. 15 shows a D-band ESR spectrum of a frozen nujol/ferz-butyl-
benzene mixture in whom a nitroxide radical is solved as a spin microprobe and a
dibenzotetrathiafulvalene;PtBrg, (DBTTF;PtBre) single microcrystal with the char-
acteristic size of = 10~* mm? is introduced as a spin macroprobe. The change in the
nitroxide radical spectrum shape below the 7|, of the matrix glass transition is caused
by its Brownian diffusion rotation. The correlation time T, = 1/Y,8(AB;) of the spin
microprobe reorientation was determined 78 to be 4.7x10~2%exp(0.57 eV/kgT) s. The
spin macroprobe was preliminary oriented by its d crystallographic axis along the
magnetic field at a temperature significantly exceeding T,. Then, the spin-modified
sample is frozen down to T = T, turned by 90° (upper spectrum in the inset), and
slowly warmed to 7= T,. The ESR line of the spin macroprobe is shifted from an ini-
tial position B(z = 0) at r = 0 to a lower magnetic field B(z), as shown on the lower
spectrum in the inset. This line shift follows an exponential law, and attains the max-
imal value, 8B = 200 G for this sample at ¢ — o (Fig. 15).

The dynamics of the spin macroprobe depends on many parameters of the matrix
and can be described by the differential equation for a one-point-fixed oscillator

¢+ tTHe=0 (19)
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Fig. 15. The Arrhenius dependence of the dynamic viscosity 1 in the mixture obtained by
both spin microprobe (open symbols) and spin macroprobe (filled symbols) methods. Inset:
D-band ESR spectra of nitroxide radical (solid line) and single-crystal DBTTF;PtBrq (dashed
lines) introduced into a frozen and heat softened nujol/tert-butylbenzene mixture (1:10) at 7 =
0 (upper spectrum) and arbitrary tat T < T, (lower spectrum) time period. (From Ref. 89 with
permission.]

where @(f) = arccos[8B(1)/8B(t— )] = Quexp(-t/Ty), Tm = 6TINF/(NViUoUpB,) is
the mechanical relaxation time, 1 is the coefficient of dynamic viscosity of the
matrix, » and V are the characteristic size and volume of the crystal, respectively, and
N is the PC bulk concentration. This allows us to determine the dynamic viscosity of
the system under consideration, by using the Stokes equation:

1) = Sl 20
M =735 % (20)

Figure 15 depicts the temperature dependence of the viscosity of the model
system, defined by the spin micro- and macroprobe methods. As expected, M(7) o<
Texp(E/kgT) at T, =256 K. At these temperatures, a spin probe reflects the motion
of the radical glass-like microenvironment. The change in viscosity seems to have an
activation character at T = T,.

7. CONCLUDING REMARKS

The data presented in this chapter show the variety of electronic processes that take
place in the low-dimensional organic conductive polymers, caused by the structure,
conformation, packing, and degree of ordering of polymer chains, and also by the
amount and type of the dopant introduced into the polymer matrix. The most impor-
tant deductions are the following.
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Spin and spinless nonlinear excitations exist as charge carriers in organic conduc-
tive polymers. The number of these carriers depends on the various properties of the
polymer and the dopant introduced. With increasing doping level some polaron pairs
merge into diamagnetic bipolarons. However, such a process can be restricted in
some polymers due to their structural-conformational peculiarities. The doping of a
polymer initiates changes in the charge-transfer mechanism. Conductivity in neutral
or weakly doped samples is defined mainly by isoenergetic charge tunneling, which
is characterized by a high interaction of spins with several phonons of a lattice and
leads to the correlation of Q1D spin motion and interchain charge transfer. This
mechanism ceases to dominate with the increase of doping level, and the charge can
be transferred by its thermal activation from widely separated localized states in the
gap to close localized states in the tails of the valence and conducting bands.
Therefore, complex quasiparticles, namely, the molecular-lattice polarons, are
formed in some polymers due to libron—phonon interactions analogous to that in
organic molecular crystals. Note that as conductive polymers have a priori a lower
dimensionality compared to molecular crystals, the dynamics of charge carriers is
more anisotropic. In heavily doped samples, the dominant mechanism is the inter-
chain charge transport, characterized by a strong interaction of charge carriers with
lattice phonons.

The higher spectral resolution at D-band provides a higher accuracy of all mag-
netic measured magnetic parameters, with the g-factor of organic free radicals an
important informative characteristic. As in the case of other organic solids, this
allows us to establish the correlation between the structure of organic radicals and
their g-tensor principal values, and to identify the PC in conductive polymers. High-
field ESR allows us to obtain qualitatively new information on the spin carrier and on
molecular dynamics, as well as on the magnetic and relaxation properties of polymer
systems. Further progress in the study of conductive polymers is the use of different
pulse methods at D-band ESR, for example, light-induced ESR (LESR) and
spin—echo. Such studies are currently in progress in our laboratory.
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ESR, charge carrier relaxation and
dynamics, 324-326
Ferromagnetic exchange coupling, electron spin
responance principles, 8-9
Fluorescence analysis, polymer dynamics,
134-136
Fluorinated alkyl radicals:
Nafion membrane in Fenton media, 214-215
UV-irradiated Nafion and Dow monomers,
215-221
Fourier transform (FT):
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magnetic parameters, 311-317
electron spin resonance, basic principles, 4-9
environmental effects, 12—-13
nitroxide magnetic tensors, 55-60
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fluorinated radicals, 215-221
Isotropic values:
electron spin resonance:
basic principles, 5-9
hyperfine analysis, 12
hyperfine analysis, 12
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kinetics, 265-269
weathered coatings, 269-272
Photooxidation, polymer coating stabilization:
basic principles, 256258
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chain length-dependent changes, 117-119
controlled chain lengths, 113-117
tert-butyl acrylate, 111-113
penultimate unit effect, 119-129
activation rate constants, 128—129
dimeric model radicals, 124128
monomeric model radicals, 122124
Radical-radical collisions, dipole-dipole
interactions, 30
Relative anisotropy, line shape analysis, tumbling
nitroxide radicals, 15-16
Relaxation times:
dendrimer structures, 302-303
electron-electron double resonance, 32-33
high-field electron spin resonance, conductive
polymers, charge carrier relaxation and
dynamics, 321-326
mesoscopic ionomers, 191-192
Resonant radio frequency irradiation, electron-
nuclear double resonance, 40—-42
Rhombic distortion:
poly(2-hydroxyethyl methacrylate) segmental
mobility, 156-161
polystyrene segmental mobility, 151-155
Rotational correlation time (1):
dendrimer structures:
paramagnetic metal ion additions,
298-299
spin probe analysis, 284-289
electron-electron double resonance, 33-35
electron spin echo envelope modulation, 45-49
line shape analysis, tumbling nitroxide
radicals, 15-16
nitroxide line shape analysis, 136—-140
nitroxide spin label dynamics, 140-141
polyelectrolyte-counterion interactions,
175-178
poly(2-hydroxyethyl methacrylate) segmental
mobility, 157-161
polystyrene segmental mobility, 152-155
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segmental mobility of polymer radicals,
145-147
solution-based macromolecules, solvent and
temperature effects, 171-172
Rotational diffusion frame:
nitroxide spin labels, 61-62
polyelectrolyte-counterion interactions, 174—178
slowly relaxing local structure model, 71-73
Ruthenium complexes, dendrimer structure, spin
probe analysis, 288-289

Saturation recovery, mesoscopic ionomers,
191-192
Saturation-transfer ESR (ST-ESR), conductive
polymers, 328-330
Scanning electron microscopy (SEM),
heterophasic propylene-ethylene
copolymers, 234-235
Schneider-Freed programs, nitroxide rotational
dynamics, slow-motional spectra,
139-140
Segmental mobility, solution-based polymer
dynamics:
NMR and fluorescence techniques, 134-135
spin-label electron spin resonance, 140-162
nitroxide spin labels, 140-141
poly(2-hydroxyethyl methacrylate),
155-161
poly(methacrylic acid) and poly(acrylic
acid), 142-147
poly(methyl methacrylate), 142
polystyrene, 147-155
Semiquinone radicals, hydroxyl radicals,
207-210
Single crystal samples:
anisotropic hyperfine interaction and g-tensor,
10-12
nitroxide magnetic tensors, 56—60
Site-bound ions, polyelectrolyte-counterion
interactions, 173-178
Slowly relaxing local structure model (SRLS)
model, slow-motion ESR spectra,
70-73
Slow-motion ESR spectra:
nitroxide parameters, 55-73
diffusion models, 60-63
magnetic tensors, 55-60
microscopic order-macroscopic disorder
model, 69-70
slowly relaxing local structure model, 70-73
spin-labeled polymer orientation, 63—68
nitroxide rotational dynamics, 139-140
nonlinear least-squares analysis (NLLS),
79-81
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program availability, 81-82
stochastic Liouville equation basis sets, 73—79
calculation, 73-74
pruning, 78-79
symmetrization, 74
truncation parameters, 74-78
Small angle neutron scattering (SANS), electron-
electron double resonance, 35-38
Small angle X-ray scattering (SAXS):
electron-electron double resonance, 35-38
mesoscopic interfaces and nanostructure,
ionomers, 187-192
poly(2-hydroxyethyl methacrylate) segmental
mobility, 159-161
Solution-based macromolecules, 171-182
[2]catenane coconformation and motional
modes, 178-182
frozen solutions, 172—-173
polyelectrolyte-counterion interactions,
173-178
solvent and temperature effects, 171-172
Solution-based polymer dynamics, spin-labeled
ESR analysis:
basic principles, 134
nitroxide rotational effects, ESR line shapes,
136-140
fast-motional spectra, 138—139
slow-motional spectra and ordering,
139-140
NMR and fluorescence analysis, 134-136
segmental mobility, 134-135
segmental mobility, 140-162
nitroxide spin labels, 140-141
poly(2-hydroxyethyl methacrylate), 155-161
poly(methacrylic acid) and poly(acrylic
acid), 142-147
poly(methyl methacrylate), 142
polystyrene, 147-155
Solvent effects:
polymer coating stabilization, 256-258
polystyrene segmental mobility, 151-155
Spatially resolved degradation, electron spin
resonance imaging, 230-251
aged heterophasic polymers, 238-251
poly(acrylonitrile-butadiene-styrene)
systems, 238-243
propylene-ethylene copolymers, 243-248
crystalline polymers microtome sensitivity,
250-251
experimental protocols, 233-235
FTIR comparisons, 248-250
hindered amine stabilizers, 235-238
Spatial resolution, electron spin resonance
imaging, 87-88
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Spectral diffusion, pulsed ESR methods, 21-22
Spin density, double resonance ESR, 31
Spin diffusion, conductive polymers, charge
carrier relaxation and dynamics,
318-326
Spin labeling:
dendrimer structures, 289-296
macromolecular materials:
research overview, 166-167
strategies for, 167-168
orientational ordering, 63—68
solution-based polymer dynamics:
basic principles, 134
nitroxide rotational effects, ESR line shapes,
136-140
fast-motional spectra, 138—139
slow-motional spectra and ordering,
139-140
NMR and fluorescence analysis, 134-136
segmental mobility, 134-135
segmental mobility, 140-162
nitroxide spin labels, 140-141
poly(2-hydroxyethyl methacrylate), 155-161
poly(methacrylic acid) and poly(acrylic
acid), 142-147
poly(methyl methacrylate), 142
polystyrene, 147-155
Spin-orbit coupling, environmental effects on g-
tensor and hyperfine interactions, 13
Spin probing:
conductive polymers, high-field ESR, 330-333
dendrimer structures, ESR analysis, 283-289
macromolecular materials:
amphiphilic probes, 170-171
hydrogen-bonding probes, 169
hydrophobic probes, 169
ionic probes, 169-170
strategies for, 168—171
mesoscopic interfaces and nanostructure,
polymer lattices, 183-187
Spin-spin couplings:
conductive polymers, high-field ESR:
magnetic parameters, 314-317
spin probe method, 331-333
double resonance ESR methods, 27-31
dipole-dipole coupling, 27-29
exchange coupling, 30
Fermi contact interaction, 30-31
spin density, p and d orbitals, 31
Spin trapping:
radical intermediate detection, 204—206
in situ ESR experiments, fuel cell technology,
224
Stabilization kinetics, polymer coatings:
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basic principles, 256-258
free-radical processes, 258-260
nitroxide decay, 264-272
nitroxide concentration by ESR, 260-262
nitroxide decay sample preparation, 263-264
nitroxide kinetics and HALS stabilization,
272-277
ultraviolet exposures, 262-263
Starburst dendrimers, ESR analysis, 280-282
Steric hindrance, dendrimer structures, ESR
analysis, 280282
Stochastic Liouville equation (SLE):
basis set:
calculation, 73-74
pruning, 78-79
symmetrization, 74
truncation parameters, 74—78
ESR spectrum calculations, 54-55
nitroxide rotational dynamics, slow-motional
spectra, 139-140
nonlinear least-squares analysis, 80-81
slow-motion ESR spectra, diffusion models,
60-63
Structure factor scattering, electron-electron
double resonance, 35-38
Styrene-acrylonitrile (SAN):
ESRI vs. FTIR, 249-250
spatially resolved degradation, 233-235
thermal aging, 241
Sulfonic acid groups:
fuel cell membrane stability, 202-204
oxygen radical reactions, 206210
Superoxide radical anions, toluene sulfonic
reaction, 207-210
Supramolecular dendrimer complexes, spin
probe analysis, 284-289
Swept-field calculations, stochastic Liouville
equation basis set pruning, 78—79
Symmetrization:
poly(2-hydroxyethyl methacrylate) segmental
mobility, 156-161
polystyrene segmental mobility, 150-155
stochastic Liouville equation basis sets, 74

Teflon surfaces:
ESR imaging, spatially resolved degradation
studies, 230-233
in situ ESR experiments, fuel cell technology,
223-224
Temperature dependence:
conductive polymers, high-field ESR:
charge carrier relaxation and dynamics,
319-326
magnetic parameters, 312-317
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ESR analysis of radical polymerization,
controlled chain lengths, 108-111
poly(2-hydroxyethyl methacrylate) segmental
mobility, 156-161
polystyrene segmental mobility, 151-155
solution-based macromolecules, 171-172
TEMPO-4-carboxylate spin probe, strategic
applications, 170
TEMPOL probes, hydrogen-bond acceptors,
169
TEMPO nitroxides:
dendrimer structures:
spin labeling, 291-296
spin probe analysis, 284-289
hyprophobic probes, 169
mesoscopic interfaces and nanostructure:
ionomers, 187-192
polymer lattices, 184—187
polymer coating photooxidation and
stabilization, decay experiments,
263-264
spin labeling and probing, 168—169
TEMPO-4-phosphonooxylate spin probe,
strategic applications, 170
Territorially bound ions, polyelectrolyte-
counterion interactions, 173178
tert-Butyl acrylate radicals, ESR analysis:
chain length dependence, 117-119
controlled chain lengths, 113-119
penultimate unit effect, 119-129
tert-Butyl methacrylate (tBMA), ESR analysis:
chain length dependence, 105-106
controlled chain lengths, 106-111
7,7,8,8-Tetracianoquinodimethane (TCNQ), spin
probe analysis, 283-289
Tetrathiafulvalene (TTF), dendrimer spin
labeling, 291-296
Thermal aging:
acrylonitrile-butadiene-styrene polymers,
238-241
heterophasic propylene-ethylene copolymers,
243-244
Tikhonov regularization, electron-electron double
resonance, distance distribution
computation, 38-39
TIN 440/770/292 compounds, nitroxide kinetics
and HALS stabilization, 273-276
Titanium complexes, Nafion membrane radicals
in Fenton media, 210-215
fluorinated alkyl radicals, 214-215
Toluene, segmental mobility of polymers in,
149-155
Toluene sulfonic acid, oxygen radical reactions,
206-210
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Trajectory method, ESR spectrum calculations,
54-55
Transition metal ions:
dendrimer structures, additions to, 296-299
metallo-dendrimer structures, 299-301
electron spin resonance principles, 7-9
fuel cell membrane stability, 202-204
Nafion and Dow ionomers, membrane-derived
fluorinated radicals, 215-221
Triarylmethyl (TAM) trianion radical,
polyelectrolyte-counterion interactions,
178
Truncation parameters, stochastic Liouville
equation basis sets, 74-78
Turning points, nitroxide magnetic tensors, 57-60
Twisted boat configuration, nitroxide magnetic
tensors, 57-60
Two-dimensional electron spin resonance imaging:
line shape profiling, 92-93
spatially resolved degradation, 232-233
aged heterophasic polymers, 238-251
Two-dimensional electron-spin transient nutation
(2D-ESTN), dendrimer spin labeling,
290-296
Two-pulse echo decay, mesoscopic ionomers,
191-192

Ultraviolet (UV) radiation:
electron spin resonance imaging, spatially
resolved degradation, 232-233
Nafion, membrane-derived fluorinated
radicals, 215-221
polymer coating stabilization:
basic principles, 256-258
experimental protocols, 262-263
free-radical reactions, 259-260
Urethane coatings, photoinitiation rate
measurements, 271-272
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Vanadium catalysts, Nafion membrane radicals in
Fenton media, 211

Vanadyl complexes, dendrimer structures,
paramagnetic metal ion additions,
298-299

Viscosity dependence, polystyrene segmental
mobility, 151-155

Weathered polymer coatings, photoinitiation rate
measurements, 269-272

Weighting factors, stochastic Liouville equation
basis set pruning, 78—79

Wigner rotation matrix, polystyrene segmental
mobility, 148-155

X-ray photoelecron spectroscopy (XPS), Nafion
membrane stability, 201

X-ray powder diffraction (XRD), Nafion
membrane stability, 201

Zeeman interaction:
basic principles, 4-9
dipole-dipole coupling, 27-29
electron-nuclear double resonance, 40
electron spin echo envelope modulation,
44-49
electron spin resonance imaging, 89-90
high-field electron-nuclear double resonance,
43
Zero-field splitting (ZFS):
dendrimer structure, ESR analysis:
paramagnetic metal ion additions, 297-299
electron-electron double resonance, 31-33
electron spin responance principles, 8-9
multifrequency and high-field electron spin
resonance, 17-18
Zwitterionic diblock copolymers, mesoscopic
ionomers, 189-192
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